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[00:00:00] Lenny Rachitsky
English:

We worked on a guest post together. They had this really key insight that building Al products is very
different from building non-Al products.

AR ERIE:

HMN—EGE T —REFEXE, WlRET - M FEXBORE: WE A FRS5WEEA FRERANE
i

[00:00:08] Aishwarya Naresh Reganti
English:

Most people tend to ignore the non-determinism. You don't know how the user might behave with your
product, and you also don't know how the LLM might respond to that. The second difference is the
agency control trade-off. Every time you hand over decision-making capabilities to agentic systems,
you're kind of relinquishing some amount of control on your end.

FRZERIE:

AREBAFTEZREE “FHEM" (non-determinism). {RARIERF WMAERIREY™m, RIEAREKRE
SEE (LLM) WfEN, FZMXFRE “BEESEHN (agency control) ZEIRINE, S IRIERER
RENRLAEREMR (agentic) RARY, (RKFFLEERFHSH—EBDIEHI.

[00:00:25] Lenny Rachitsky

English:

This significantly changes the way you should be building product.
R EE:



XMIRZS_EEREE T IR P mBY 75 o

[00:00:28] Kiriti Badam
English:

So we recommend building step-by-step. When you start small, it forces you to think about what is the
problem that I'm going to solve. In all this advancements of the Al, one easy, slippery slope is to keep
thinking about complexities of the solution and forget the problem that you're trying to solve.

AR ERIE:

Eit, FHANBWEFHEMDE, SMMWNEEFE, ERBRMREE . RERRVRRERIMHA? EAR
FrAXE#HDH, —MREZBANIRZKZ: FHBEMRALRNESRMNE, ST REV)IRNERRRE-,

[00:00:42] Aishwarya Naresh Reganti
English:

It's not about being the first company to have an agent among your competitors. It's about have you built
the right flywheels in place so that you can improve over time.

FRCERIR:

EAETMREERRFNFIE—RFEERENQE, METHRIERILTERL “CRBE”
(flywheels) , LAfERETSHEE BYE)BUHERS BT CAH.

[00:00:50] Lenny Rachitsky

English:

What kind of ways of working do you see in companies that build Al products successfully?
FRCEIE:

TEARLE RN Al F@mBIRBH, RERT HARIMESIN?

[00:00:55] Aishwarya Naresh Reganti
English:

| used to work with the CEO of now Rackspace. He would have this block every day in the morning, which
would say catching up with Al 4:00 to 6:00 AM. Leaders have to get back to being hands-on. You must be
comfortable with the fact that your intuitions might not be right. And you probably are the dumbest
person in the room and you want to learn from everyone.

FRZERIE:

H B 5ME Rackspace B CEO #ZE, tiEXE L#MBH—EBETEME, BE “RE 4 =5 6 SiR# Al &)
B . NSEBEBVNEMENEN. FOTIRZIMMPIERATREH A ERX—FL, (oS ECRFEEREREK
A, HEBERASMAFES,

[00:01:13] Lenny Rachitsky



English:

What do you think the next year of Al is going to look like?
FEiE:

RN AN F—F SR ARFF?

[00:01:16] Kiriti Badam
English:

Persistence is extremely valuable. Successful companies right now building in any new area, they are
going through the pain of learning this, implementing this and understanding what works and what

doesn't work. Pain is the new moat.

RIFRFEERN. BREEMREFIUHEISHIINAE, MELHFES. KEUSIEEPLETFE, WETR
BEYEEERE. BE WAV,

[00:01:29] Lenny Rachitsky
English:

Today, my guests are Aishwarya Reganti and Kiriti Badam. Kiriti works on Kodex at OpenAl and has spent
the last decade building Al and ML infrastructure at Google and at Kumo. Ash was an early Al researcher at
Alexa and Microsoft and has published over 35 research papers. Together, they've led and supported over
50 Al product deployments across companies like Amazon, Databricks, OpenAl, Google, and both startups
and large enterprises. Together, they also teach the number one rated Al course on Maven, where they
teach product leaders all of the key lessons they've learned about building successful Al products. The
goal of this episode is to save you and your team a lot of pain and suffering and wasted time trying to
build your Al product. Whether you are already struggling to make your product work or want to avoid
that struggle, this episode is for you. If you enjoy this podcast, don't forget to subscribe and follow to your
favorite podcasting app or YouTube.

(00:02:22):

It helps tremendously. And if you become an annual subscriber of my newsletter, you get a year free of a
ton of incredible products, including a year free of Lovable, Replit, Bold, Gamma, NA, and Linear Dev and
Posttalk, Superhuman, Descript, Whisper Flow, Perplexity, Warp, Granola, Magic [inaudible 00:02:38]
Mobbin, and Stripe Atlas. Head on over to lennysnewsletter.com and click product pass. With that, | bring

you Aishwarya, Reganti, and Kiriti Badam after a short word from our sponsors.
R EIE:

X, HBIZEER Aishwarya Reganti #1 Kiriti Badam, Kiriti B&11E OpenAl 133 Kodex H, EE+FEE
£ Google #1 Kumo #9%2 Al M#128F > (ML) EitighE. Ash B2 Alexa MR FEH AIFRRR, &£&KR7T 35
ZRMFILN. HEMSHZET 50 210 Al =mIEE, HWETILSHE, Databricks. OpenAl. Google
ERE, URMEIEILFAARE B, MI1F7E Maven EERAHIRHZ E—1 ALERE, AFRARAZRLE
FXTh Al F=mRYRBER, ANENBERNENRMTNEATEEE Al =Rt adnvEs. TENRENE
Ble TMEBREENILTREE, EEREBERXLERYE, X—EEHIEETEEM. NRFENXMEE, IS
TEMRAVR R R S YouTube BT R *,

(00:02:22):



XN ENEBNRK, IRMAABRNBBIANEEITHE, MEERERE—FEN—RIIKNE~m, €1
Lovable. Replit. Bold. Gamma. NA. Linear Dev. Posttalk. Superhuman. Descript. Whisper Flow.
Perplexity. Warp. Granola. Magic. Mobbin # Stripe Atlas. 15357 lennysnewsletter.com F =& “Fdm
WBITIE” (product pass). THE, EWWEHBIEMNERENEAR, FI1EIFE Aishwarya Reganti # Kiriti
Badam,

[00:02:49] Lenny Rachitsky (Sponsor Message)
English:

This episode is brought to you by Merge. Product leaders hate building integrations. They're messy.
They're slow to build. They're a huge drain on your roadmap, and they're definitely not why you got into
product in the first place. Lucky for you, Merge is obsessed with integrations. With a single API, B2B SaaS
companies embed Merge into their product and ship 220 plus customer-facing integrations in weeks, not
quarters.

(00:03:14):

Think of merge like Plaid, but for everything B2B SaaS. Companies like Mistral Al, Ramp, and Drata use
Merge to connect their customers as accounting, HR, ticketing, CRM, and file storage systems to power
everything from automatic onboarding to Al-ready data pipelines. Even better, Merge now supports the
secure deployment of connectors to Al agents with a new product so that you can safely power Al
workflows with real customer data. If your product needs customer data from dozens of systems, Merge is
the fastest, safest way to get it. Book and attend a meeting at merge.dev/lenny, and they'll send you a $50
Amazon gift card. That's merge.dev/lenny.

FROCERIR:

A& Merge BB, FmARANNRMZER. ENRE, WEREIE, SAEEEMNREAERR, MAX
HIT R BIRHNT= @RIV R, FIEHNE, Merge WEMIFEFK, HTE— API, B2B SaaS AF] A LUK
Merge BRANE@m®, HE/LA (MAFLNEE) AR 220 ZTEBEF IS,

(00:03:14):

8 Merge 282 A B2B Saa$S $MZiAY Plaid, & Mistral Al. Ramp #0 Drata X##BIATER Merge RIEZEZF B
Kt ANZFR. T8, CRMAIXHEERS, MMIRIMENNIRE Al SIENIBEEE I8, FE/N
&, Merge EBI MA@ iFM Al SRR LEEEESE, XHMRMAIUREMABELHNE P HIERE Al
TER. RN RRERERTITERFANEFEHIE, Merge BRIR. RLEMIXE, 1 merge.dev/lenny
MAHSM=IN, I=ER—iK 50 £ SiEtlmF. HEZE merge.dev/lennys

[00:03:59] Lenny Rachitsky (Sponsor Message)
English:

This episode is brought to you by Strella, the customer research platform built for the Al era. Here's the
truth about user research. It's never been more important or more painful. Teams want to understand
why customers do what they do, but recruiting users running interviews and analyzing insights takes

weeks.
(00:04:14):

By the time the results are in, the moment to act has passed. Strella changes that. It's the first platform
that uses Al to run and analyze in depth interviews automatically, bringing fast and continuous user
research to every team. Strella's Al moderator asks real follow-up questions, probing deeper when



answers are vague, and services patterns across hundreds of conversations all in a few hours, not weeks.
Product, design, and research teams at companies like Amazon and Duolingo are already using Strella for
Figma prototype testing, concept validation, and customer journey research, getting insights overnight
instead of waiting for the next sprint. If your team wants to understand customers at the speed you ship

FROCERIR:

ZAEEH Strella 328, X2N AIRRWENEFART G, XTAPARNEER: EMNREGREIHEE, B
MRGEIEX RS, ANEETREAITAERNERE, EEEAF. #TIIAN ST LASZERERE,

(00:04:14):

FIERERN, THNRERTIEZRITET, Strella tIZETX—R. ERFE—MA Al Boh# TSR E
KBTS, A8 TMENEFRIREEFENAFAMR. Strella B9 Al ERFASIRBELNGLEM, EEIZEM
BERNIER], HEJUVNEAR (MIELE) MBBEZMEFLSLEHRN. LSHEHM Duolingo FAFM~m. &It
MIARFNBLEEER Strella #17 Figma RENMIK. BRIIENEFIRIEMR, —RZEIRMEERI IR, ML
FFE TR MEMAENEURZARERE T #EF, 5= Strellas 7£ strella.io/lenny /5
fREY N —TEA 52

[00:05:08] Lenny Rachitsky

English:

Ash and Kiriti, thank you so much for being here and welcome to the podcast.
FREiE:

Ash A Kiriti, JFEREHRIIREIXE, WDSMIEN]BHEER.

[00:05:13] Aishwarya Naresh Reganti
English:

Thank you, Lenny.

R EE:

BHSHE, Lennyo

[00:05:14] Kiriti Badam

English:

Thank you for having us. Super excited for this.
FRCERIE:

EHERENEIE. IFBEIRHXIRATR.

[00:05:16] Lenny Rachitsky

English:



Let me set the stage for the conversation that we're going to have today. So you two have built a bunch of
Al products yourself. You've gone deep with a lot of companies who have built Al products, have struggled
to build Al products, build Al agents. You also teach a course on building Al products successfully and
you're kind of on this mission to just reduce pain and suffering and failure that you constantly see people
go through when they're building Al products. So to set a little just foundation for the conversation we're
going to have, what are you seeing on the ground within companies trying to build Al products? What's
going well? What's not going well?

AR ERIE:

A SREINEM D HE, FIRAFEEWEIIFS Al = h. RITRNERI TS EENE Al ~m. EE
AL, HEEEWE A BEEANQE. MIEBIR—TIXTRIIEE Al 7= mBiRIE, (RIBIESRMAFR
BRDAMENE Al @i EELHES. TEMKAK. ATHERNBINEFT FELM, RIERERHME
Al =@REIATIREER T HAIR? WLEHRIRF]? B R RNRF?

[00:05:54] Aishwarya Naresh Reganti
English:

| think 2025 has been significantly different than 2024. One, the skepticism has significantly reduced.
There were tons of leaders last year who probably thought this would be yet another crypto wave and
kind of skeptical to get started. And a lot of the use cases that | saw last year were more of slap chat on
your data. And that was calling themselves an Al product. And this year, a ton of companies are really
rethinking their user experiences and their workflows and all of that and really understanding that you
need to deconstruct and reconstruct your processes in order to build successful Al products. And that's
the good stuff. The bad stuff is the execution is still all over the place. Think of it. This is a three-year-old
field. There are no playbooks, there are no textbooks. So you really need to figure out as you go. And the
Al lifecycle, both pre-deployment and post-deployment is very different as compared to a traditional
software lifecycle.

(00:06:57):

And so a lot of old contracts and handoffs between traditional roles, like say PMs and engineers and data
folks has now been broken and people are really getting adapted to this new way of working together and
kind of owning the same feedback loop in a way. Because previously, | feel like PMs and engineers and all
of these folks had their own feedback loops to optimize. And now you need to be probably sitting in the
same room. You're probably looking at agent traces together and deciding how your product should
behave. So it's a tighter form of collaboration. So companies are still kind of figuring that out. That's kind

of what | see in my consulting practice this year.
R EIE:

FiIAN 2025 F5 2024 FHERAFR, Bk, TRSEEZRLDT. ZFERZSAREARIUNNXRIEX—K
KPINBEMRRE, NARTHHTRRESE. ZFREINRZANESE “EMOHELEIIXE" ,
RETLERZE Al 7 ae MSE, REQABETEEERBREMNNAARKLE. TIERSESE, HEERIRERE
EREMFAEMMBMIZ, FEEMWERIIN Al M. XEWHNSE. FHFNAEERITHAREL. B85, X
B TRE=ZFNTE. KERMBEIZ, ZEEM T, FIUTENEEOMLIRR. A A NESER, T
ICEMEMEREEG, SEHRRAEmARELLERIFE TR,

(00:06:57):

Hit, Zame (bbin PM. TRERMAMEBIEAR) ZERITFSIAROMERBZIAEBITRT , AMNEEEN
XAFEIMES N, ERMEE EHRWEE—RGER. EALE, &ETPM. TREMMAEXLEAERE
FEEFEMUHRIGOR. MRAE, RITEFELEF-THEEE, —EEZEFEEANESTHIE (agent



traces) , HEIREmNIZIMARM. XE—MEZBIIMELR. FIUARNEERRER. XMERSEFE
BWLEPERR,

[00:07:37] Lenny Rachitsky
English:

So let me follow that thread. We worked on a guest post together that came out a few months ago. And
the thing that stood out to me most that stuck with me most after working on that post is this really key
insight that building Al products is very different from building non-Al products. And the thing that you're

big on getting across is there's two very big differences. Talk about those two differences.
R EIE:

IERIREXNBRUS, BRIV TARGERART —REEXE, IRABREXER, RIULBRNRRZ. &I
ZAERRA KB WEA FREWEIFA FRIFERRE. RIJIFEREAREARIEANER. KK
XFENERIE,

[00:08:01] Aishwarya Naresh Reganti
English:

Yes. And again, | want to make sure that we drive home the right point. There are tons of similarities of
building Al systems and software systems as well, but then there are some things that kind of
fundamentally change the way you build software systems versus Al systems. And one of them that most
people tend to ignore is the non-determinism. You're pretty much working with a non-deterministic API
as compared to traditional software. What does that mean and why does that have to affect us is in
traditional software, you pretty much have a very well-mapped decision engine or workflow. Think of
something like Booking.com. You have an intention that you want to make a booking in San Francisco for
two nights, et cetera. The product has kind of been built so that your intention can be converted into a
particular action and you kind of are clicking through a bunch of buttons, options, forms, and all of that,
and you finally achieve your intention.

(00:08:59):

But now that layer in Al products has completely been replaced by a very fluid interface, which is mostly
natural language, which means the user can literally come up with a ton of ways of saying or
communicating their intentions. And that kind of changes a lot of things because now you don't know
how your user's going to be here. That's on the input side. And the output is also that you're working with
a non-deterministic probabilistic API, which is your LLM. And LLMs are pretty sensitive to prompt
phrasings and they're pretty much black boxes. So you don't even know how the output surface will look
like. So you don't know how the user might behave with your product, and you also don't know how the
LLM might respond to that. So you're now working with an input, output, and a process. You don't
understand all the three very well. You're trying to anticipate behavior and build for it.

(00:09:53):

And with agentic systems, this kind of gets even harder. And that's where we talk about the second
difference, which is the agency control trade-off. What we mean by that, and I'm kind of shocked so many
people don't talk about this. They're extremely obsessed with building autonomous systems, agents that
can do work for you. But every time you hand over decision-making capabilities or autonomy to agentic
systems, you're kind of relinquishing some amount of control on your end. And when you do that, you
want to make sure that your agent has gained your trust or it is reliable enough that you can allow it to



make decisions. And that's where we talk about this agency controlled trade-off, which is if you give your
Al agent or your Al system, whatever it is, more agency, which is the ability to make decisions, you're also
losing some control and you want to make sure that the agent or the Al system has earned that ability or
has built up trust over time.

FRCERIR:

B, BRI, REBMRIENEET ERINSR. WEA RENRFRABRSMBMZL, BELERAMR
K ERTTIRERRERSS Al RENA R, HPF—MARSYAMRTBIBHZE “FHEN . SEHRIRMGE
tt, fRER ERELE—TIFREER APl XEREMFA, AtAzEmEN]? EEERMS, mEsF—
BRETIS IR BEMIRYR RS I K ITIER. 1848 Booking.com Z XMWk, {RE—MEE, BERELFTMERE
BESF. mmBEMRE T, MNEERUREHFENDE, MRt —R7IEH. &, RE, RELIMR
HI=E,

(00:08:59):

BEA ~mF, B—RELT2R— T FERDNFEFRNN, TERBAIES, XEREAF I UBTHRM
BRKEFEAMITNEE. XRETRZEE, RANEMRFANERFSNARR, XBERANIK. ME
ML, MENNE—NIEREEREEIER AP, BMREY LLM, LLM X487R1A (prompt) AVIEEFIEEER, ME
ENMNEX LREETF. FIUTEEFNEREREIZHAEF. RANERARNASHN~mES), B
FE LLM Y0fAIEIN, FrUAMRIREEX IR BHAERE, MIRNX=ZEBAKT . MEEZHFUNT
RNF R 5o

(00:09:53):

MNTEREERY, XTEEMERE, XMEHNKFNE-_IXF: BEESEHEIRBINE (agency control
trade-off) . LTWIFTHE, BAKZLDAKIERX D MIREFETWEBERS, BEENIRIERIERER.
B AMERRENHE ENZALEERAERLN, RMERF H 80T, HIRXFHME, REZH
RIMNVERABERST TIRIEE, NECREBASE, AMILRATFEMRE. XMERNFARNE EE5E
I . WNRIRLE Al B REIAS Al RAEZBBENR (BMBURTEBIRES) , (RBTERE—LITHIN, (RFEE
BRZEERABERT 7 XMEES], NEBENENEREILT T

[00:10:49] Lenny Rachitsky
English:

So just to summarize what you're sharing here, essentially, people have been building product, software
products for a long time. We're now in a world where the software you're building is one, non-
deterministic, can just do things differently. As you said, you go to booking.com, you find a hotel, it's
going to be the same experience every time. You'll see different hotels, but it's a predictable experience.
With Al, you can't predict that it's going to be the exact same thing, the thing that you plan it to be every
time. And then the other is there's this trade-off between agency and control. How much will the Al do for
you versus how much should the person still be in charge? And what I'm hearing is the big point here is
this significantly changes the way you should be building product. And we're going to talk about the
impact on how the product development lifecycle should change as a result.

(00:11:35):
Is there anything else you want to add there before we get into that?
FRZERiE:

BE—TMOENAS: FhL, MBBREFREZRA T, BRERMNOETFIFE—THA: RERVE
FERRIFREMLR, ERRIUARNENGIEE. ENIRFALR, fRZ booking.com #GEBIE, SXEIFLEZ
—HH. (RERBEFREE, BRI, MET Al, (REEZFNESXBTE—H, HETEF



BfFRItRl, ERREFMSIEHRZENE. Al RiZAIMREZLD, MARZESZAEELRIFES? HA
IMARERE, XEERETIMEEFMIAE . & FRENEeXMERZm~ otk Ean R,

(00:11:35):

ERNTIEZA, EEH A TTRIE?

[00:11:39] Kiriti Badam
English:

Yeah, it's definitely one of the key points that this kind of distinction needs to exist in your mind when
you're starting to build. For example, think about if your objective is to hike Half Dome in Yosemite. You
don't start hiking it every day, but you start training yourself in minor parts and then you slowly improve
and then you go to the end goal. | feel like that's extremely similar to what you want to build Al products
in the sense that when you don't start with agents with all the tools and all the context that you have in
the company in day one and expect it to work or even tinker at that level. You need to be deliberately
starting in places where there is minimal impact and more human control so that you have a good grip of
what are the current capabilities and what can | do with them and then slowly lean into the more agency
and lesser control.

(00:12:29):

So this gives you that confidence that, okay, | can know that, okay, this is the particular problem that I'm
facing and the Al can solve this extent of it. And then let me next think through what context | need to
bring in, what kind of tools | need to add to this to improve the experience. So | feel like also it's a good
and a bad thing in the sense that it's good that you don't have to see the complexity of the outside world
of all of this fancy Al agents force and feel like | cannot do that. Everyone is starting from very minimalistic
structures and then evolving. And the second part is the bad thing is that as you are trying to build this
one click agents into your company, you don't have to be overwhelmed with this complexity. You can
slowly graduate.

(00:13:16):
So that's extremely important. And we see this as a repeating pattern over and over.
FRCERIE:

B, XENBXRBRZ— HIRFEWER, RFELMEXMXD. i, BRIRBEITEES MHEEM
BIFETN (Half Dome), IFAZE—RIMEME, MIBXE—LENHEDIIGES, RAREIERS, KE4EHR
AR BT, REFWE A FRIEFEERM, FREEE—RMAEERAE LATSFMENIANERES, HiE
ZERIEELRF, BEETEERTEERLHTEMN. MBEEERINMMERR/. ARZHIRSHMSFIE,
EIFRIARERIFHEE SMBVEETI UL FKBER ENHt 4, ARIEEERNEZHE EMHMEDAEH,

(00:12:29):

XA TIRED: BRAERERNEXMIERA, AlTUESARE LRAE, AERBRERESIAAAY
RIER, FEMITATARIERE, FAURRSXBRFEHERS. FEET, MAFTE—FEmEX
SMERHESRARLETEDS Al HREARE R, HREE MR . SPABERMRELELTFIE, AREHEN, FF
(FEWRME) T, SRREEQSEMNEXM “—RBAGRAE" B, (RAFERERMEE, RAJLUEIE
FRo

(00:13:16):

XEREE, HNBIXZ— I FEHEERIRR,



[00:13:20] Lenny Rachitsky
English:

Okay. So let's actually follow that because that's a really important component of how you recommend
people build Al stuff, Al products, Al agents, all the Al things. So give us an example of what you're talking
about here, this idea of starting slow with agency and control and then moving up this rung.

FROCERIR:

9%, EFNREXMEZI, FAXZIRBEFANGER Al = m. SEESFAE Al SV OAsERD. 54
AT, WERRAREY “MIRBE MBI, RAEZETEHA” BHARR.

[00:13:38] Kiriti Badam
English:

Yeah. For example, a very important or very prevalent application of Al agents is customer support.
Imagine you are a company who has a lot of customer support tickets and why even imagine OpenAl is
the exact same thing when we were launching products and there was a huge spike of support volume as
we launched successful products like Image or GPT-5 and things like that. The kind of questions you get is
different. The kind of problems that the customers bring to you is different. So it's not about just dumping
all the list of help center articles that you have into the Al agent. You kind of understand what are the
things that you can build. And so initially the first step of it would be something like you have your
support agents, the human support agents, but you will be suggesting in terms of, okay, this is what the Al
thinks that is the right thing to do.

(00:14:33):

And then you get that feedback loop from the humans that, okay, this is actually a good suggestion for
me in this particular case and this is a bad suggestion. And then you can go back and understand, okay,
this is what the drawbacks are or this is where the blind spots are, and then how do | fix that? And once
you get that, you can increase the autonomy to say that, okay, | don't need to suggest to the human. I'll
actually show the answer directly to the customer. And then we can actually add more complexity in
terms of, okay, | was only answering questions based on health center articles, but now let me add new
functionality. | can actually issue refunds to the customers. | can actually raise feature requests with the
engineering team and all of these things. So if you start with all of this on day one, it's incredibly hard to
control the complexity.

(00:15:19):
So we recommend building step by step and then increasing it.
FRCERE:

Y, BIE0, Al BeA— M EREEEEBEBNNAREFR X, BRIFE—FRAEAEERIENAT —H
SSARAKR, OpenAl &7 Image 5 GPT-5 FR I~ miYmiE IRTT2BEENER, FRESHE. RUEIR
LR RE, BEFRFERNBEEARR, AU, XRUESIBPRENEB P OXEEES Al B, (REET
FRIREEMIEM 4. RVINE—D IR RINABTEAZTR, B A SRMEZEN, il “AIAAXZERM
E o

(00:14:33):

REMRMEABERTRIZLERE: “EXMIERAF, IWLEBTFEY , HE "XBMFR . Al
REJAEIKAIEME . RREME? EREWE? RZNAEE? —BEREETXE, (RIMATLUEMB XM,
W UE, BRAFERNGLEAT, REEERATFERRER” BEHNTLUEMESEZM, thin: “X



AR R RIERFOXERZFES, MALHEMFHINEE, FAIUERFRARTFDERR, HERILERRE
RIEEIFKR" FF. MRMEF—RUZHEFIEXLE, ERIEREBTEREREMg,

(00:15:19):

FRARAMBWN D T HE, ARZETEM.

[00:15:23] Lenny Rachitsky
English:

Awesome. And you have a visual actually that we'll share of what this looks like. But just to kind of mirror
back what you're describing, this idea of start with high control, low agency, the example you gave is the
support agents just kind of giving suggestions, is not able to do anything, the user is in charge. And then
as that becomes useful and you are confident it's doing the right sort of work, you give it a little more
agency and you kind of pull back on the control the user has. And then if that's starting to go well, then
you give it more agency and the user needs less control to control it. Awesome.

FRCERIR:

KiET . REFRLEE—TBER, RMNEHZHKRBTRENEF. BRER-TIRERNAS: NSEH. |
BEAR, MENGFRFREEEEHEEN, FEIITEMERE, BAFP (BEATR) £5. SXERF
B, #EMFHEEEMERNIER, MAEZS—RBEN, AREIBARBHN—IBIITHN. WRERIR
#, IFALEEZEEN, BRRENEFRIMED T XiET,

[00:16:02] Aishwarya Naresh Reganti
English:

| think the higher level idea here is with Al systems, it's all about behavior calibration. It's incredibly
impossible to predict upfront how your system behaves. Now, what do you do about it? You make sure
that you don't ruin your customer experience or your end user experience. You keep that as is, but then
remove the amount of control that the human has. And there is no single right way of doing it. You can
decide how to constrain that autonomy. | mean, a different example of how you could constrain
autonomy is pre-authorization use cases. Insurance pre-authorization is a very ripe use case for Al
because clinicians spend a lot of time pre-authorizing things like blood tests, MRIs and things like that.
And there are some cases which are more of low hanging fruits. For instance, MRIs and block tests,
because as soon as you know patient's information, it's easier to approve that and Al could do that versus
something like an invasive surgery, et cetera, is more high risk. You don't want to be doing that
autonomously.

(00:17:11):

So you can kind of determine which of these use cases should go through that human and the loop layer
versus which of the use cases Al can conveniently handle. And then all through this process, you're also
logging what the human is doing because you want to build a flywheel that you could use in order to
improve your system. So you're essentially not showing the user experience, not eroding trust, at the
same time logging what humans would otherwise do so that you can continuously improve your system.

FRCERIR:

HUNNXEESERNEZE: WF A RS, ZOET “TARE" (behavior calibration) . FRATFUNZZeUN
ARMVFBARATEER. BAZEANIE? (RERRFRAZTP ARHELAF KL, ®RFEFERE, BFH
WD ANEFRRENESIE, XEEW—MERAE, MEILURENFEARIMEEY, EPTENGF, b



&M (pre-authorization) FAfil, fRECTURAUE Al FEEMARIAG], ENIRKREELE KSR BIFUHRNGEM.
MRIZEME, BLEFIEFT “REMNRE” , HII0 MRIMEMKK, —BEMEREEFEE, HELRENES,
Al LIBEE; MEEAEFAZENSXLNE, FEEARLLEBETH.

(00:17:11):

FRLAVRE] AR E ML A FIRZEE “ANEIR” (human-in-the-loop) &, HWRLEMAHI Al B] LIS @AM E, EE
IR, MEZIERAELREE, BAMBREL— NI UARSHERSGN (. FrLUREBR LRENRER
PR, MEMEENERT, ERAXERFRERTMA A, UERSSRHITRNRST.

[00:17:41] Lenny Rachitsky
English:

So let me give you a few more examples of this kind of progression that you recommend. And the reason
I'm spending so much time here is this is a really key part of your recommendation to help people build
more successful Al products. This idea of start slow with high control and low agency and then build up
over time once you've built confidence that it's doing the right sort of work. So a few more examples that
you shared in your post that I'll just read. So say you're building a coding assistant, V1 would be just
suggest inline completion and boilerplate snippets. V2 would be generate larger blocks like tests or
refactors for humans to review. And then V3 is just apply the changes and open PRs autonomously. And
then another example is a marketing assistant. So V1 would be draft emails or social copy, just like here's
what | would do.

(00:18:26):

V2 is build a multi-step campaign and run the campaign. And V3 is just launch it A/B tested auto-optimize
campaigns across channels. Awesome. Yeah. And again, just to summarize where we're at, just to give
people the advice we've shared so far. One is just important to understand Al products are different.
They're non-deterministic. And you pointed out, and | forgot to actually mirror back this point, both on
the input and the output. The user experience is non-deterministic. People will see different things,
different outputs, different chat conversations, different maybe Ul if it's designing the Ul for you. And also

the output obviously is going to be non-terministic. So that's a problem and a challenge. And then-
R EIE:

B ETU MM HEFXMH I RENGFo RZAMUEXAZHEITEXE, BRANXZIRITEBAIIEE
BRI Al @O MEiEkl. REEFiE, ERUEOHETERER, BRERRBHEBES R,
HEMRNOXERRIIILNMIF, HRKS—T. RIRIREWE—IRIERTF, V1 RERZZWITRIEHEF
RABBAER; V2 IRESEMBEARBIREDIR, WHHED, HARKEE; VIRENZEENAERHTTE PR
(HIENER) e Z—MEIFEEWEF: V1 SEMBFIHFHMIRNE, MEER “XERHRIMH ;

(00:18:26):

V2 BWE ST EEWEDHIET; V3 NRERAM. #17A/BNRABREBMNRNUERE. XiET. BX
BE-TRMNEMNHEE, QIFR—ERN: Bk, B A FRIEFEN, EMNRIFHEER. MNIAESH
(BENATTERX—R), XMIEREERNEFETRANALR. BRALRIFRELEN—ANZEFER
FERRA. FRNGEL. REERE, R AlARRT UL, £ UIHBEFE. mMBREEABIIFEHE
M, XB—EE, wE— k. AR —

[00:19:08] Aishwarya Naresh Reganti

English:



| mean, if you think of it's also the most beautiful part of Al, which is, | mean, we are all much more
comfortable talking than following a bunch of buttons and all of that. So the bar to using Al products is
much lower because you can be as natural as you would be with humans, but that's also the problem,
which is there are tons of ways we communicate and you want to make sure that that intent is rightly
communicated and the right actions are taken because most of your systems are deterministic and you
want to achieve a deterministic outcome, but with non-deterministic technology and that's where it gets
a little messy.

AR ERIE:

BOERE, MEMMRIBES, XUE A KXW, tbRSE—ERE, HNBEIMFTRK. FILUE
A A @i BRESE, BARAUGSAZR—FEA. EXBIEREMRT: ZITBANELTHM,
MIFFERREERERHTEHRBERNTTE. FAMBAZH (Bl RESWEER, (REEIIFHE
MRRASSHAEENER, XMEFRERFE RBRFHHT.

[00:19:44] Lenny Rachitsky
English:

Awesome. | love the optimistic version of why this is good. Okay. And then the other piece is this idea of
this trade-off of autonomy versus control when you're designing a thing. And | imagine what you're
seeing is people try to jump to the ideal, like the V3 immediately and that's when they get into trouble
both. It's probably a lot harder to build that and it just doesn't work. And then they're just like, "Okay, this
is a failure. What are we even doing?"

FRCERIR:

KET, HERXTEAFARKFENRIRE, §F, F—ED BRI miY B EMSITERZ BN E. &
FIREEINERE, AMTXEIZEBREIERIRE, tbINERM V3, ERERASEEIBE TR WEEAEE
7%, MARKTRE, ARMIREES: “FE, XB—MRK, FMBREFHA? 7

[00:20:08] Kiriti Badam
English:

Exactly. | feel there's a bunch of things that you actually have to get confidence in before you get to V3.
And it's easy to get overwhelmed that, oh, my Al agent is doing these things wrong in a hundred different
ways and you're not going to actually tabulate all of them and fix it. Even though you've learned how do
you deal with the evaluation practices and stuff like that, if you're starting on the wrong spot, you are
actually going to have a hard time correcting things from there. And when you start small and when you
start with building a very minimalistic version with high human control and low agency, it also forces you
to think about what is the problem that I'm going to solve. We use this term called problem first. And to
me, it was obvious in the sense that that | do need to think about the problem, but it's incredible how
well it resonates with the people that in all this advancements of the Al that we are seeing, one easy,
slippery slope is to just keep thinking about complexities of the solution and forget the problem that
you're trying to solve.

(00:21:10):

So when you're trying to start at a smaller scale of autonomy, you start to really think about what is the
problem that I'm trying to solve and how do | break it down into levels of autonomy that | can build later?

So that is incredibly useful and we keep repeating this part and over and over with everyone we talk to.



AR ERIE:

R, WHFERE V3 Zhl, BREFBERMUARILEON. (MEEZREIFHFE, %15 "KW, KAl
BREFE—BEMHENAL , MIRAAIEEMBENEMSMIIERA——BE. BIEMRFER T AL ENEE
B2 RHNEE, MRIMIBIRBIMG IR, RZEHRRELIE, SMMIEEF, M—TBAERESR. RBEE
MERREARAFIARY, EHRZIBEMREE: REBFRNEAZHA? HANEAR “HEMK” (problem first) X
Mo MEKR, BERAZEMS R, BELANRINZE, XIMKEATOFSIET MERZIHLE, 7
AINFrE#RS R, —PMREZBAIREMERIME BEZMRAENERE, MTic T RiXEFRRYE,

(00:21:10):

FREL, SRZAMBNRENE MR, (RREEFGRRE . RERRNRAZHA? RZWMMEEIH#E
AR UEENAEBEFR? XIFEER, KNS ITTRNABZRERBAX—Ro

[00:21:31] Lenny Rachitsky
English:

And there's so many other benefits to limiting autonomy because there's just danger also of the thing
doing too much for you and just messing up your, | don't know, your database, sending out all these
emails you never expected. And there's like so many reasons this is a good idea.

FROCERIR:

REIEEEEERSHMIFAL, RANNRILEANRBRSZE, AEIERR, HNBELIRNEIERE, HELH
RMARTTFIZIBVER . BRZERRAXE—ITHER.

[00:21:45] Aishwarya Naresh Reganti
English:

Yep. | recently read this paper from a bunch of folks at UC Berkeley. Basically Matei Zaharia, [inaudible
00:21:54] and the folks at Databricks and it said about 74% or 75% of the enterprises that they had
spoken to, their biggest problem was reliability. And that's also why they weren't comfortable deploying
products to their end users or building customer facing products because they just weren't sure or they
just weren't comfortable doing that and exposing their users to a bunch of these risks. And that's also
why they think a lot of Al products today have to do with productivity because it's much low autonomy
versus end-to-end agents that would replace workflows. And yeah, | love their work otherwise as well, but
| think that's very in line with what at least we are seeing at my startup as well.

FRCERIR:

Bl IR TIMMNAFBRMIRILUFEN—RIEX, EEZE Matei Zaharia 1 Databricks EIAT
M. IBXIRE, FEMATARMEE, £974% 5% 75% NEWRTRANRBAZ AR, XBEATAMIIFR
HRARLBFAHESRRMEZEARSEANS G, BAMIFAHE, HEFAROILAFREEXEXRF, X
RAFAMIPANESESE A FRBSEFTEX (BABEHRK) , MARBERED TR KRR &t
. HREXMNOHAR, XE5RNTERNVEIABRENRRIEEYE,.

[00:22:38] Lenny Rachitsky
English:

Okay. Very interesting. There's an episode that'll come out before this conversation where we go deep
into another problem that this avoids, which is around prompt injection and jailbreaking and just how big



of a risk that is for Al products where it's essentially an unsolved and unsolvable problem potentially. I'm
not going to go down that track, but that's a pretty scary conversation we had that'll be out before this
conversation.

AR ERIE:

%, EFERE. EXRMEZASEH—ETEH, BIISRANRIWXMAETLUEEN S —NMAE, BliExR
WEN (promptinjection) HEHk (jailbreaking) o XF Al F=@Kii, XEXREE—MHEEKMBR. BEETTHE
TEBRNEE, XEEX, BAMVEEXERAIVIE, BRS—RESSABMNMNE, SEAREZFEL,

[00:23:02] Aishwarya Naresh Reganti
English:

| think that will be a huge problem once systems go mainstream. We're still so busy building Al products
that we're not worried about security, but it will be such a huge problem to kind of, especially with this
non-deterministic APl again. So you're kind of stuck because there are tons of instructions that you could
inject within your prompt and then it's going really bad.

FRCERIR:

HINA—BERGHENTR, ZFE2—PEANRE. HRNMEEITTFEEA @R, BFEE0R:e, BXRER
N—PEXRBEE, THRZEEXMIFREMLEDN APl RETEERBARLE, RARKIARELUEANTE IS

2, AREBEMERFIFEEL.

[00:23:28] Lenny Rachitsky
English:

Okay. Let's actually spend a little time here because it's actually really interesting to me and no one's
talking about this stuff, which is like the conversation we had is just it's pretty easy to get Al to do stuff it
shouldn't do. And there's all these guardrail systems people put in place, but turns out these guardrails
aren't actually very good and you can always get around them. And to your point, as agents become
more autonomous and robots, it gets pretty scary that you could get Al to do things you shouldn't do.

AR ERIE:

9, EENEXESH—<E, RAXWNERGZENRER, MEMNFRARICXLE, mEHRIZaHE
B9, i AlMERZMBEHRLRESH. MIRETEMPI=RSE, EFLNIEAXEIFEHRNEATH, S68HK
S, IEWMRFAR, FEEERGAEREMEE, EETHAEA, MRIMREL Al A ZBE, BRHASEHEAR
B9

[00:23:54] Kiriti Badam
English:

| think this is definitely a problem, but | feel in the current spectrum of customers adopting Al, the extent
to which companies can actually get advantage of Al or improve their processes or streamline the existing
processes that they have, | feel it's still in the very early stage. 2025 has been an extremely busy year for Al
agents and customers trying to adopt Al, but | feel the penetration is still not as much as you would
actually get advantage out of it. So with the right sort of human in the loop points in here, | feel we can
actually avoid a bunch of these things and focus more towards streamlining the processes. And I am more



on the optimist side in the sense that you need to try and adopt this before actually trying to be only for
highlighting the negative aspects of what could go wrong.

(00:24:47):

So | feel like strongly that companies has this adopt this, they definitely ... No company at OpenAl we talk
to has never had been the case that, oh, Al cannot help me in this case. It has always been that, oh, there
is this set of things that it can optimize for me and then let me see how | can adopt it.

AR ERIE:

FIAAXHHEZ N, BEEMEF XA A BGER, QAFSEFREEM Al FiRm. s RizakE L IA RIZR
BE, RRF/NHATIFERIIME. 2025 31 Al BEEAMZIHRA Al WEFP KR EREITERN—F, B
RV EBRERXBRIERDRIFENENEE. EHit, BREEBIIANEIF R, HEEHNTLUERER
ZIHXAE, AESHEITEURER. REABT RN, BRNZAEZTHRRABE, MARRETEAMELE
R EREZE.

(00:24:47):

FRAFRIRZUAN RBINZKBE. £ OpenAl, HIMEMINAT R, MREKE—FHE “Al EXFERTERT
® . MNS2W: B, B—RINFBEAUERMKL, ULEEFZINFARAE,”

[00:25:06] Lenny Rachitsky
English:

Sweet. | always like the optimistic perspective. I'm excited for you to listen to this and see what you think
because it's really interesting. And to your point, there's a lot of things to focus on. It's one of many things
to worry about and think about. Okay, let's get back on track here. So we've shared a bunch of pro-tips
and important piece of advice. Let me ask, what other patterns and kind of ways of working do you see in
companies that do this well and teams that build Al products successfully? And then just what are the
most common pitfalls people fall into? So we could just maybe start with, what are other ways that
companies do this well, build Al products successfully?

FRCERIR:

XiET, H—EERFANAA. HRREBF[RIIAHR—SE0EE, RABRENREE, EWNRFLL, BR
ZERFEXE, XRABRSFEHONBENFEZ— &, ULHNOEEH. RINELDET LT IUK
ISHNEEEN. FAN, EREMFITFRNQSMMAINGE Al @RS, (REEE T BERXES?
T8, MIRBEENTAMLE? HATTLUEM “QREMNAMIIEE Al =m” BEMA TG,

[00:25:43] Aishwarya Naresh Reganti
English:

| almost think of it as like a success triangle with three dimensions that's never always technical. Every
technology problem is a people problem first. And with companies that we have worked with, it's these
three dimensions, like great leaders, good culture and technical prowess. With leaders itself, we work
with a lot of companies for their Al transformation, training, strategy and stuff like that. And I feel like a lot
of companies, the leaders have built intuitions over 10 or 15 years and they're kind of highly regarded for
those intuitions. But now with Al in the picture, those intuitions will have to be relearned and leaders
have to be vulnerable to do that. | used to work with the CEO of now Rackspace, Gagan. So he would have
this block every day in the morning, which would say catching up with Al 4:00 to 6:00 AM, and he would
not have any meetings or anything like that.



(00:26:42):

And that was just his time to pick up on the latest Al podcast or information and all of that. And he would
have weekend vibe coding sessions and stuff like that. So | think leaders have to get back to being hands-
on. And that's not because they have to be implementing these things, but more of rebuilding their
intuitions because you must be comfortable with the fact that your intuitions might not be right and you
probably are the dumbest person in the room and you want to learn from everyone. And that I've seen
that being a very distinguishing factor of companies that build products which are successful because
you're kind of bringing in that top-down approach. It's almost always impossible for it to be bottom-up.
You can't have a bunch of engineers go and get buy-in from the leader if they just don't trust in the

technology or if they have misaligned expectations about the technology.
(00:27:34):

I've heard from so many folks who are building that our leaders just don't understand the extent to which
Al can solve a particular problem or they just vibe code something and assume it's easy to take it to
production and you really need to understand the range of what Al can solve today so that you can guide
decisions within the company. The second one is the culture itself. And again, | work with enterprises
where Al is not their main thing and they need to bring in Al into their processes just because a
competitor is doing it. And just because it does make sense because there are use cases that are very ripe.
Then along the way, | feel a lot of companies have this culture of FOMO and you will be replaced and
those kind of things and people get really afraid. Subject matter experts are such a huge part of building
Al products that work because you really need to consult them to understand how your Al is behaving or
what the ideal behavior should be.

(00:28:27):

But then I've spoken to a bunch of companies where the subject matter experts just don't want to talk to
you because they think their job is being replaced. So | mean, again, this comes from the leader itself. You
want to build a culture of empowerment, of augmenting Al into your own workflows so that you can 10X
at what you're doing instead of saying that probably you'll be replaced if you don't adopt Al and stuff like
that. So that kind of an empowering culture always helps. You want to make your entire organization be
in it together and make Al work for you instead of trying to guard their own jobs, et cetera. And with Al it's
also true that it opens up a lot more opportunities than before. So you could have your employees doing
a lot more things than before and 10x their productivity. And the third one is the technical part which we
talk about.

(00:29:18):

| think folks that are successful are incredibly obsessed about understanding their workflows very well
and augmenting parts that could be ripe for Al versus the ones that might need human in the loop
somewhere, et cetera. Whenever you're trying to automate some part of a workflow, it's never the case
that you could use an Al agent and that will solve your problems. It's always, you probably have a
machine learning model that's going to do some part of the job. You have deterministic code doing some
part of the job. So you really need to be obsessed with understanding that workflow so you can choose
the right tool for the problem instead of being obsessed with the technology itself. And another pattern |
see is also folks really understand this idea of working with a non-deterministic API, which is your LLM.
And what that means is they also understand the Al development lifecycle looks very different and they
iterate pretty quickly, which is can | build something iterate quickly in a way that it doesn't ruin my

customer experience at the same time gives me enough amount of data so that | can estimate behavior.

(00:30:31):



So they build that flywheel very quickly. As of today, it's not about being the first company to have an
agent among your competitors. It's about, have you built the right flywheels in place so that you can
improve over time? When someone comes up to me and says, "We have this one click agent, it's going to
be deployed in your system." And then in two or three days, it'll start showing you significant gains. |
would almost be skeptical because it's just not possible. And that's not because the models aren't there,
but because enterprise data and infrastructure is very messy and you need a bit to ... Even the agent
needs a bit to understand how these systems work. There are very messy taxonomies everywhere. People
tend to do things like get customer data, we want, get customer data, we do, and these kind of things.
And all those functions exist and they're being called and basically there's a lot of tech debt that you need
to deal with.

(00:31:23):

So most of the times, if you're obsessed with the problem itself and you understand your workflows very
well, you will know how to improve your agents over time instead of just slapping an agent and assuming
that it'll work from day one. | probably will go as far to say that if someone's selling you one click-agents,
it's pure marketing. You don't want to buy into that. | would rather go with a company that says, "We're
going to build this pipeline for you," and that will learn over time and build a flywheel to improve than
something that's going to work out of the box. To replace any critical workflow or to build something that
can give you significant ROI, it easily takes four to six months of work, even if you have the best data layer
and infrastructure layer.

FRCERIR:

BENLFEEEE—TH=ZTHEARN “WH=F1" , MEEAFNNERARZE. SMRARNTEE LTS
AR, EENMNSEINAET, X=MEER: MFENISE. RFNXXUNRARALN, XFASELX
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(00:26:42):

EM T RRRHT Al BERERIE, MES#HITEAR “FERYE" (vibe coding) ZERER, PRI, &
INARSEBORERFENFEN. IHARZRMNTOIFE B EARIXLEINEE, MENTEZMINER, FAMR
WIAER RN E R A REREM, (RAIEREREREANA, FERBENAFES, REAAXZX D MIER
mABNXEBREER, RAXHERT B LM TR, LFAAREETEE ML, MRASEFEEXTUR
R, FEXNEAREHIRNTALE, TERIBITRERENSENZT.

(00:27:34):
KM RLZEFRERL, HASERERIER Al ERRFERFENEE, HEMIRIEREES B (vibe

code) MUARBZBNEF, FENFETHEYS Al B ANNTEE, UWEESARANAEK, F2IE
XU, FtF, HE5—E A FIFEEIHEWEE, ®II5INAIRZENRTSFHNFER, HERNHLEMR
A, EXMERER, RERMBELZATE—MFOMO (FERRR) X, HE “MREWEN” ZEHiLHE,
XiLRTREEIER, TUHER (SME) BHWEBH A ~mpIXE, AAREESEMIIRTEE Al BHRIMSIER
THNZZEE.

(00:28:27):

BRES—EQTRRK, PBEHMHAETRRAFBNIFRIE, FRAMIIESESHIEIEEN. I, XX
ERZNSES Lo (BRI —MWRESNWK, & AIRANLIER, ILMPABEEBERERER 10 F, MARR
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(00:29:18):

FIAN B AEBBIREFIR T RNERANN IR, HRES Al IS HITIER, MIFFEANEIFRIED
RE. SMIHAEIUITIERIENH D, BRAZRA—T Al DAMEFRRAFIE NS, EEE, RAIEER
— S FIRBEAR MR IE, REMNRBARS 8D, PRUROIEETEETER, UEARZR
ERERNTIR, MARTHETEAETS, HEINS—MEXE, AMEEZELEIEREME AP (B LLM)
MR, XEREMIEER A FRESAREERIFERR, MITEATIEER—RKESHE—LERA
FHREFIEN, EARAZFEENERN, G3EBHEIERITEITN.

(00:30:31):

FREMBITRIRFZBIL TN Kk ES KR, ERFAETHAREHNFRE-—MABEEENQE, METMI
BN TIEWB Y, LUEREEIEER RO, MREABRKRENR: “HMNBE—T—RNE8EE, &
ZBIMNARRE, R=ZKXAMEEIEZND.” HVFIFMHRSE, HAXREFETRE. XAZRNEER
17, MERATISHENEMIZEIFE R, SREFENEREFXERZEZNMEEN. FIQEMIRE
BI327% (taxonomies)o AfME TN “RIMFFAHIE_RAL . “REEFFAKRE_RER ZXHFE
5. FIAXERBEMBEFEAKAR, EX LERSEAGTELE,

(00:31:23):

FRUAKRZE0 MR, MRRFETREASHIFE TRIFNIER, RMSENREERERES SOE RIS
REfR, MARNNEBH - PNEEAHRIKEMNE—REMELE. REZENR, MREBARMERE “—RAE
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SHBIUBH TR NAE, MAR—MAMREEANERA, ERREMXRIERIDEETREZRARIR
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[00:32:05] Lenny Rachitsky
English:

Amazing. There's a lot there that resonates so deeply with other conversations I've been having on this
podcast. One is just for a company to be successful at seeing a lot of impact from Al, the founder-CEO has
to be deep into it. | had Dan Shipper on the podcast and they work with a bunch of companies helping
them adopt Al. And he said that's the number one predictor of success. Is the CEO chatting with ChatGPT,
Claude, whatever, many times a day. | love this example you gave with the Rackspace CEO has catch up
on Al news in the morning every day. | was imagining he'd be chatting with the chatbot versus reading

news.

FRCERIR:

XET. XEERZARSEREXIEBERTPHITHEMME=E T RZIHALE, Hh—R2, —KATEBETAI
FEEIEARMI, CIAAFK CEO BIURNES, HE&iE Dan Shipper LT E, i 1EMERZAERA Al,

MR I L STNIEMRIZE . CEO BB/ REZ RS ChatGPT. Claude FETAWIX, HKIFESRIRER
Rackspace CEQO KT LER# Al #TEIRGIF. HZAEUAMESENBRVIZEANIX, MARIEHE.

[00:32:42] Aishwarya Naresh Reganti
English:

With the kind of information you have as of today, you could just ... | mean, you want to choose the right
channels as well because everybody has an opinion. So whose opinion do you want to bank on? | feel like
having that good quality set of people that you're listening to really makes sense. So he just has a list of
two or three sources that he always looks at. And then he comes back with a bunch of questions and



bounces it around with a bunch of Al experts to see what they think about it. And | was part of that group,

so | kind of know-
RS ERIE:

MEAMNEEREMS, MENTFEEFERNERE, RASTIASEECHNE X, BARBEEENNRIE?
RFRE—HESRENMIANKRIEEER N, FIUMRER=TEENERR. ARMSHEE—HRAD
¥, M—BFAI TR, BEEMIINEE RARMEBNIEXREAE, FAUEME—

[00:33:11] Lenny Rachitsky
English:

| love that.

[00:33:13] Aishwarya Naresh Reganti
English:

... about the questions that he comes up with.
R EiE:

""" KT thiR R ARLE R]

[00:33:13] Lenny Rachitsky
English:

That's cool.

R EE:

XIRES

[00:33:15] Aishwarya Naresh Reganti
English:

It's pretty cool. | was like, "Why are you doing so much?" And then he says, "It trickles down into a bunch

of decisions that we take."
AR ERIE:
MSEREL, FHGEMM: “MRAMFABRXAZIES? 7 iR “Xe2BBEFBENMERFZRES”

[00:33:21] Lenny Rachitsky
English:

Okay. Let me talk about another topic that's very ... It's been a hot topic on this podcast. It was a hot topic
on Twitter for a while, evals. A lot of people are obsessed with evals, think they're the solution to a lot of



problems in Al. A lot of people think they're overrated that you don't need evals. You can just feel the
vibes and you'll be all right. What's your take on evals? How far does that take people in solving a lot of
the problems that you talk about?

AR ERIE:

o UBKKSZ—NIER, XBERRABEEN—NTAIMNER, £ Twitter EHBAT —MF, BRME “WE”
(evals)o RZAFERT G, IANENRERAIFZEENREA. BERZNANTERSHET, FFFE
G, RE “BRH" (feelthevibes) Hi1T. MRITMITEEAR? EAESAEZE LREREBANIRRRIRHREIRY

ARLEA) R ?

[00:33:47] Kiriti Badam
English:

In terms of what is going on in the community, | feel there's just this false dichotomy of this either evals is
going to solve everything or online monitoring or production monitoring is going to solve everything. And
| find no reason to trust one of the extremes in the sense that | will entirely bank my application on this or
like that to solve the thing. So if you take a step back, think of what are evals. Evals are basically your
trusted product thinking or your knowledge about the product that is going into this set of data sets that
you're going to build in the sense that this is what matters to me. This is the kind of problems that my
agent should not do and let me build a list of datasets so that I'm going to do well on those. And in terms
of production monitoring, what you're doing there is you're deploying your application and then you're
having some sort of key metrics that actually communicate back to you on how customers are using your
product.

(00:34:47):

You could be deploying any agent and if the customer is giving a thumbs up for your interaction, you
better want to know that. So that is what production monitoring is going to do. And this production
monitoring has existed for products for a long time, just that now with the Al agents, you need to be
monitoring a lot more granularity. It's not just the customer always giving you explicit feedback, but there
is many implicit feedback that you can get. For example, in ChatGPT, if you are liking the answer, you can
actually give a thumbs up. Or if you don't like the answer, sometimes customers don't give you thumbs
down, but actually regenerate the answer. So that is a clear indication that the initial answer that
regenerator is not meeting the customer's expectation. So these are the kind of implicit signals you
always need to think about.

(00:35:35):

And that spectrum has been increasing in terms of production monitoring. Now let's come back to the
initial topic of like, okay, is it evals or is it production monitoring? What does it matter? So | feel, again, we
go back to this problem first approach of what is it that you're trying to build. You're trying to build a
reliable application for your customers that's not going to do a bad thing. It's always going to do the right
thing. Or if it is doing a wrong thing, you're basically alerted very quickly. So | break this down into two
parts. One is nobody goes into deploying an application without actually just testing that. This testing
could be wipes or this testing could be, "Okay, | have this 10 questions that it should not go wrong no
matter what changes | make, and let me build this and let's call this an evaluation dataset." Now, let's say
you build this, you deployed this, and then you figured, "Okay, now | need to understand whether it's
doing the right thing or not."

(00:36:32):



So if you're a high throughput or a high transaction customer, you cannot practically sit and evaluate all
the traces. You need some indication to understand what are the things that | should look at. And this is
where production monitoring comes into the picture that you cannot predict the base in which your
agent could be doing wrong, but all of these other implicit signals and explicit signals, those are going to
communicate back to you what are the traces that you need to look at. And that is where production
monitoring helps. And once you get this kind of traces, you need to examine what are the failure patterns
that you're seeing in these different types of interactions. And is there something that | really care about
that should not happen? And if that kind of failure modes are happening, then | need to think about
building an evaluation dataset for it.

(00:37:20):

And okay, let's say | built an evaluation dataset for my agent trying to offer refunds where explicitly | have
configured it not to. So I built this evaluation dataset and then | made my changes in tools or prompts or
whatever, and then | deployed the second version of the product. Now there is no guarantee that this is
the only problem that you're going to see. You still need production monitoring to actually catch different
kinds of problems that you might encounter. So | feel evals are important, production monitoring is
important, but this notion of only one of them is going to solve things for you that is completely

dismissible in my opinion.
R EIE:

ITHXEBEFTRENER, BEFSFE—MEBRNZ_TNIL: BEANNTEEBRR—Y), BAUNNELEE
AP SITRERR— ), BRIAFEREXEEEAT— R, BR2BNAFTFREES— I LEEH. B—%8,
HERHA? HEEXRERMN~mBAEEERAIR, FEERUN—ABES, RXH "XHHRE
B . "XERHNERETZENE , AREBIBEERFREXESTERIRE. ME~ BEREREEN
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(00:34:47):

REREBEE R, WRFFAWRERE, MEEENE, XMBETEIENIER, £ EEESRURES
FERAT, RRUEET A Gk, MBEREREAN. MEFFRERENEXRER, EERZRAR
Ro BIANTE ChatGPT 1, MIRIFERESR, AJURE; WRFAEN, BRNEFAARR, MEEERET B
ER o XERMRBIBERANTEEA T, XEBREXFTEERENRINES

(00:35:35):

ERIEREIR—EEY Ko BEISEPNER: iTHEREmiE? XEE? KT, E2EMOE “HH
" A% MERBHEFA? MEATFBRE-ITIRNNA, EAEBIFE, SE2MERNS; HE
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HATLUE “RRE” , AUE “WEX 10 Mo, TRMEA, SNEFEEHE, LR AET MG
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(00:36:32):
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W—RE, RNAFTEEF HERMBIETRBFNEMSME@E,. FIUERESTLRERE, EraiftbRE
2, EIAAEREA— T EFRRFIERENEE, ERERESETIN.

[00:37:58] Lenny Rachitsky
English:

All right. A very reasonable answer. And the point here isn't, it's not just as simple as do both. It's more
that there are different things to catch and one approach won't catch all the things you need to be paying
attention to.

AR ERIE:

%, FEGENEE. XENESIANNEEEN “WERHE , MEBEFENFAEZTERIE, B—NGFEL
AR EIFTEIRERE X ENER.

[00:38:11] Aishwarya Naresh Reganti
English:

Exactly.

FCERE:

R o

[00:38:12] Lenny Rachitsky
English:

Awesome.

FEiE:

KiET o

[00:38:13] Aishwarya Naresh Reganti
English:

| want to take two steps back and kind of talk about how much weight the term evals has had to take in
the second half of 2025 because you go meet a data labeling company and they tell you our experts are
writing evals and then you have all of these folks saying that PMs should be writing evals, they're the new
PRDs. And then you have folks saying that evals is pretty much everything, which is the feedback loop
you're supposed to be building to improve your products. Now, step back as a beginner and kind of think
what are evals? Why is everyone saying evals? And these are actually different parts of the process and
nobody is wrong in the sense that yes, these are evals, but when a data labeling company is telling you
that our experts are writing evals, they're actually referring to error analysis or experts just leading notes
on what should be right.

(00:39:02):

Lawyers and doctors write evals, that doesn't mean they're building LLM judges or they're building this
entire feedback loop. And when you say that a PM should be writing evals, doesn't mean they have to



write an LLM judge that's good enough for production. | think there are also very prescriptive ways of
doing this and plus one to KD, which is you cannot predict upfront if you need to be building an LLM
judge versus you need to be using implicit signals from production monitoring, et cetera. | think Martin
Fowler at some point had this term called semantic diffusion back in the 2000s, which kind of means that
someone comes up with a term, everybody starts butchering it with their own definitions and then you
kind of lose the actual definition of it. That is what is happening to evals or agents or any word in Al as of
today, everybody kind of sees a different side to it, | guess.

(00:39:54):

But if you make a bunch of practitioners sit together and ask them, "Is it important to build an actionable
feedback loop for Al products?” | think all of them will agree. Now, how you do that really depends on
your application itself. When you go to complex use cases, it's incredibly hard to build LLM judges
because you see a lot of emerging patterns. If you built a judge that would test for verbosity or something
like that, it turns out that you're seeing newer patterns that your LLM judge is not able to catch, and then
you just end up building too many evals. And at that point, it just makes sense to look at your user
signals, fix them, check if you have regressed and move on instead of actually building these judges. So it
all depends. | think one statement that every ML practitioner will tell you is it really depends on the

context. Don't be obsessed with prescriptions they're going to change.
R EIE:

BERRERY, Wik “THME” (evals) X/MATE 2025 FFHFFRIBTZVEE, REN-—REERILE, M
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(00:39:02):
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KIEBEE KD (Kiriti) MR REEMETVNTEREME— LLM &, ERFEMNARBEE~ KGN
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(00:39:54):
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[00:40:45] Lenny Rachitsky
English:

That's such an important point, this idea that, especially that evals just means many things to different
people now. It's just a term for so many things. And it's complicated to just talk about evals when you see



it as the stuff data labeling companies are giving you and things PMR, right? And there's also benchmarks.

People call benchmarks a little bit evals. It's like-
FRERIE:

S—NMEEEEMNMS, B MY MENFREMAEKRERZARNEAA,. ER T FZEYNRZE, H
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[00:41:03] Aishwarya Naresh Reganti
English:

| recently spoke to a client who told me, "We do evals." And | was like, "Okay, can you show me your
dataset?" And said, "No, we just checked LM Arena and Artificial Analysis. These are independent
benchmarks and we know that this model is the right one for our use case." And I'm like, "You're not

doing evals. That's not evals. Those are model evals."
FRCERIE:

EREN—IEPRE, thEFR:  “BiMBuTE.” & 9, ‘B‘EQA%%EET’]"E’\JiﬂE%ﬂ%? 7o R,
HENMNRZEEET LM Arena 1 Artificial Analysis, XLLEBMIIWEEN R, HMNANEXMEEESEHIE
fBl.” Fit: “RXAREMIT L. BARITE, ABREEITME (modelevals),”

[00:41:20] Lenny Rachitsky
English:

But it makes sense. The word, it could be used in that context. | get why people think that, but yeah, now

it's just confusing it even more.
Fp ERIE:

EXtAEER, XMIHKLAUBERMERT. ZBEAMIATAZIES, B8, XILEFEEEMER
7o

[00:41:26] Aishwarya Naresh Reganti
English:

Yep.

FCERE:

[00:41:27] Lenny Rachitsky
English:

Just one more line of questioning here that | think that's on my mind is the reason this became kind of a
big debate is Cloud Code. The head of Cloud Code, Boris, was like, "Nah, we don't do evals on Cloud
Code. It's all vibes." What can you share, Kiriti, on Kodex and the Kodex team, how you approach evals?

FRCERIR:



EXFXMEBEHEE— MR, XEHEZFAUATHARE, F A Cursor (G£: REXi®A Cloud Code, 3£
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[00:41:44] Kiriti Badam
English:

So Kodex, we have this balanced approach of you need to have evals and you need to definitely listen to
your customers. And | think Alex has been on your podcast recently and he's been talking about how
you're extremely focused on building the right product. And a big part of it is basically listening to your
customers. And coding agents are extremely unique compared to agents for other domains in the sense
that these are actually built for customizability and these are built for engineers. So coding agent is not a
product which is going to solve these top five workflows or top six workflows or whatever. It's meant to
be customizable in multi different ways. And the implication of that is that your product is going to be
used in different integrations and different kinds of tools and different kinds of things. So it gets really
hard to build an evaluation dataset for all kinds of interactions that your customers are going to use your
product for.

(00:42:38):

With that said, you also need to understand that, okay, if I'm going to make a change, it's at least not
going to damage something that is really core to the product. So we have evaluations for doing that, butt
the same time we take extreme care on understanding how the customers are using it. For example, we
built this code review product recently and it has been gaining extreme amount of traction. And | feel like
many, many bugs in OpenAl as well as even our external customers are getting caught with this. And now
let's say if I'm making a model change to the code review or a different kinds of RL mechanism that |
trained with it, and now if I'm going to deploy it, | definitely do want A/B test and identify whether it's
actually finding the right mistakes and how are users reacting to it? And sometimes if users do get
annoyed by your incorrect code regis, they go to the extent of just switching off the product.

(00:43:36):

So those are the signals that you want to look at and make sure that your new changes are doing the right
thing. And it's extremely hard for us to think of these kind of scenarios beforehand and develop
evaluation data sets for it. So | feel like there's a bit of both. There's a lot of vibes and there's a lot of
customer feedback and we are super active on the social media to understand if anybody's having certain
types of problems and quickly fix that. So | feel it's a ... How do | put this? It's like a domain of things that

you do here.
R EIE:
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[00:44:08] Lenny Rachitsky

English:

That makes so much sense. Okay. What I'm hearing, Codex, pro evals, but it's not enough.
FRCEIE:

FEREE, HITFINZE, Codex Z#Hiffd, BB IHEZERIEM.,

[00:44:13] Kiriti Badam
English:

Yes.

[00:44:13] Lenny Rachitsky
English:

But also just watch customer behavior and feedback. And also there's some vibes just like, is this feeling
good? As I'm using it, generating great code that I'm excited about that | think is great.

FRZERIE:

REMREFITANRIG. EIBE—L “R5E" , bl XBERRIFE? EEAAEEEILRRE
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[00:44:24] Kiriti Badam
English:

| don't think if anybody's coming and seeing that | have this concrete set of evals that | can bet my life on
and then | don't need to think about anything else, it's not going to work. And every new model that
you're going to launch, we get together as a team and test different things. Each person is concentrating
on something else. And we have this list of hard problems that we have and we throw that to the model
and see how well they're progressing. So it's like custom evals for each engineer, you would say, and just
understand what the product is doing in its new model.

FRCERIR:
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[00:44:58] Lenny Rachitsky (Sponsor Message)
English:

If you're a founder, the hardest part of starting a company isn't having the idea, it's scaling the business
without getting buried in back office work. That's where Brex comes in. Brex is the intelligent finance
platform for founders. With Brex, you get high limit corporate cards, easy banking, high yield treasury,
plus a team of Al agents that handle manual finance tasks for you. They'll do all the stuff that you don't
want to do, like file your expenses, scour transactions for waste, and run reports all according to your
rules. With Brex's Al agents, you can move faster while staying in full control. One in three startups in the
United States already runs on Brex. You can too at brex.com.

AR ERIE:
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[00:45:43] Lenny Rachitsky
English:

We've been talking for almost an hour already, and we haven't even covered your extremely powerful
software development workflow for building Al products that you two developed that you teach in your
course, that you basically combined all the stuff we've been talking about into a step-by-step approach to
building Al products. You call it the continuous calibration, continuous development framework. Let's
pull up a visual to show people what the heck we're talking about, and then just walk us through what
this is, how this works, how teams can shift the way they build their Al products to this approach to help

them avoid a lot of pain and suffering.
R EIE:
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[00:46:18] Aishwarya Naresh Reganti
English:

Before we go about explaining the life cycle, a quick story on why Kiriti and | came up with this is because
there are tons of companies that we keep talking to that have the pressure from their competitors
because they're all building agents. We should be building agents that are entirely autonomous. And | did
end up working with a few customers where we built these end-to-end agents. And turns out that



because you start off at a place where you don't know how the user might interact with your system and
what kind of responses or actions the Al might come up with, it's really hard to fix problems when you
have this really huge workflow, which is taking four or five steps, making tons of decisions. You just end
up debugging so much and then kind of hot fixing to the point where at a time we were building for a
customer support use case, which is the example that we give in the newsletter as well.

(00:47:13):

And we had to shut down the product because we were doing so many hot fixes and there was no way we
could count all the emerging problems that were coming up. And there's also quite some news online.
Recently, | think Air Canada had this thing where one of their agents predicted or hallucinated a policy for
a refund, which was not part of their original playbook, and they had to go by it because legal stuff. And
there have been a ton of really scary incidents. And that's where the idea comes from. How can you build
so that you don't lose customer trust and you don't end up, or your agent or Al system doesn't end up
making decisions that are super dangerous to the company itself. At the same time, build a flywheel so
that you can improve your product as you go. And that's where we came up with this idea of continuous
calibration, continuous development.

(00:48:08):

The idea is pretty simple, which is we have this right side of the loop, which is continuous development,
where you scope capability and curate data, essentially get a data set of what your expected inputs are
and what your expected outputs should be looking at. This is a very good exercise before you start
building any Al product because many times you figure out that a lot of the folks within the team are just
not aligned on how the product should behave. And that's where your PMs can really give in a lot more
information and your subject matter experts as well. So you have this data set that you know your Al
product should be doing really well on. It's not comprehensive, but it lets you get started. And then you
set up the application and then design the right kind of evaluation metrics. And | intentionally use the
term evaluation metrics, although we say evals because | just want to be very specific in what it is
because evaluation is a process, evaluation metrics are dimensions that you want to focus on during the

process.
(00:49:07):

And then you go about deploying, run your evaluation metrics. And the second part is the continuous
calibration, which is the part where you understand what behavior you hadn't expected in the beginning,
right? Because when you start the development process, you have this data set that you're optimizing for,
but more often than not, you realize that that data set is not comprehensive enough because users start
behaving with your systems in ways that you did not predict. And that's where you want to do the
calibration piece. I've deployed my system. Now | see that there are patterns that | did not really expect
and your evaluation metrics should give you some insight into those patterns, but sometimes you figure
out that those metrics were also not enough and you probably have new error patterns that you have not
thought about. And that's where you analyze your behavior, spot error patterns.

(00:49:59):

You apply fixes for issues that you see, but you also design newer evaluation metrics to figure out that
they are emerging patterns. And that doesn't mean you should always design evaluation metrics. There
are some errors that you can just fix and not really come back to because they're very spot errors. For
instance, there's a tool calling error just because your tool wasn't defined well and stuff like that. You can
just fix it and move on. And this is pretty much how an Al product lifecycle would look like. But what we
specifically also mention is while you're going through these iterations, try to think of lower agency
iterations in the beginning and higher control iterations. What that means is constrain the number of
decisions your Al systems can make and make sure that they're humans in the loop and then increase



that over time because you're kind of building a flywheel of behavior and you're understanding what kind
of use cases are coming in or how your users are using the system.

(00:50:59):

And one example | think we give in the newsletter itself is the customer support. This is a nice image that
kind of shows how you can think of agency and control as two dimensions. And each of your versions
keep on increasing the agency or the ability of your Al system to make decisions and lower the control as
you go. And one example that we give is that of the customer support agent, where you can break it down
into three versions. The first version is just routing, which is your agent able to classify and route a
particular ticket to the right department? And sometimes when you read this, you probably think, is it so
hard to just do routing? Why can't an agent easily do that? And when you go to enterprises, routing itself
can be a super complex problem. Any retail company, any popular retail company that you can think of
has hierarchical taxonomies.

(00:51:52):

Most of the times the taxonomies are incredibly messy. | have worked in use cases where you probably
have taxonomy that says some kind of hierarchy and then that says shoes and then women's shoes and
men's shoes all at the same layer where idea you should be having shoes and then women's shoes and
men's shoes should be subclasses. And then you're like, okay, fine. | could just merge that. And you go
further and you see that there's also another section on the shoes that says for women and for men, and
it's just not aggregated. It's not fixed for some reason. So if an agent kind of sees this kind of a taxonomy,
what is it supposed to do? Where is it supposed to route? And a lot of the times we are not aware of these
problems until you actually go about building something and understanding it.

(00:52:39):

And when these kind of problems, real human agents see these kind of problems, they know what to
check next. Maybe they realize that the node that says for women and for men that's under shoes was last
updated in 2019, which means that it's just a dead node that's lying there and not being used. So they
kind of know that, okay, we're supposed to be looking at a different node and stuff like that. And I'm not
saying agents cannot understand this or models are not capable enough to understand this, but there are
really weird rules within enterprises that are not documented anywhere. And you want to make sure that
the agents have all of that context instead of just throwing the problem at that.

(00:53:17):

Yeah. Coming back to the versions we had, routing was one where you have really high control because
even if your agent routes to the wrong department, humans can take control and undo those actions. And
along the way, you also figure out that you probably are dealing with a ton of data issues that you need to
fix and make sure that your data layer is good enough for the agent to function. We do is what we said of a
Copilot, which is now that you've figured out routing works fine after a few iterations and you've fixed all
of your data issues, you could go to the next step, which is, can my agent provide suggestions based on
some standard operating procedures that we have for the customer support agent? And it could just
generate a draft that the human can make changes to. And when you do this, you're also logging human
behavior, which means that how much of this draft was used by the customer support agent or what was
omitted. So you're actually getting error analysis for free when you do this because you're literally logging
everything that the user is doing that you could then build back into your flywheel.

(00:54:22):

And then we say, post that, once you've figured out that those drafts look good and most of the times
maybe humans are not making too many changes, they're using these drafts as is. That's when you want
to go to your end-to-end resolution assistant that could draft a resolution that could solve the ticket as



well. And those are the stages of agency where you start with low agency and then you go up high. We
also have this really nice table that we put together, which is what do you do at each version and what
you learn that can enable you to go to the next step and what information do you get that you can feed
into the loop, right? When you're just doing your routing, you have better quality routing data, you also
know what kind of prompts you need to be building to improve the routing system.

(00:55:09):

Essentially, you're figuring out your structure for context engineering and building that flywheel that you
want. And while | go through this, | want to also be very clear that two things. One is when you build with
CCCD in mind, it doesn't mean that you've fixed the problem all for one. It's possible that you've probably
gone through V3 and you see a new distribution of data that you never previously imagined, but this is
just one way to lower your risk, which is you get enough information about how users behave with your
system before going to a point of complete autonomy. And the second thing is you're also kind of
building this implicit logging system. A lot of people come and tell us that, "Oh, wait, there are evals. Why
do you need something like this? " The issue with just building a bunch of evaluation metrics and then
having them in production is evaluation metrics catch only the errors that you're already aware of, but
there can be a lot of emerging patterns that you understand only after you put things in production.

(00:56:17):

So for those emerging patterns, you're kind of creating a low risk kind of a framework so that you could
understand user behavior and not really be in a position where there are tons of errors and you're trying
to fix all of them at once. And this is not the only way to do it. There are tons of different ways. You want to
decide how you constrain your autonomy. It could be based on the number of actions that the agent is
taking, which is what we do in this example. It could be based on topic. There's just some domains where
it's pretty high risk to make a system completely autonomous for certain decisions, but for some other
topics, it's okay to make them completely autonomous and depending on the complexity of the problem.
And that's where you really want your product managers, your engineers and subject matter experts to
align on how to build this system and continuously improve it.

(00:57:10):
The idea is just behavior calibration and not losing user trust as you do that behavior calibration, | guess.
FRZERIE:

EFRESERZA, SHNNEE. Kirti 2RI MER, BRRARN—EENAREQFREK,
MNEEERERENFHES, RARKEEWEEEE. WINRETF: “BiIBNZMETEBETNEER”
HHLBS5—EXFPAFNEIXMIFEIRERE. EREM, RAMMN—IZ2TNERF SWASRLER
B, A8 Al 2L N ARINHERNA R, SMNIEREERER (BERENTE. EMEHR
®) B, BERALSREEE, FRESBALTKRLENERMEZIMEE (hot fixing) . HIIHFREA—
BERFRGWESR (XURRIENFBAPEEF).

(00:47:13):

EEERIMNAEAXARN=6m, BRAESBEXRSZT, RIMRETLES IS HROFHE—R. W EBERD
EMFE. &b, MEAMTHW—MEEERE ‘A5 HT—MEREBEE, MEXHAEMINREBFM, ER
FEBREMIIRAEARANIT. RETERSXENHNEYS, XMEXMUENRIR: ROFEEE~R, BERX
EEFPEE, XA ERAES Al RAMEN QABREGRANREE? Y, EBEII—1 e, LUEREME
Mo XMEHIUEE “HERE. 8% (CCCD) EEMFEE,

(00:48:08):

XMESRERE: AUNKE “FEAL” , MEXERTERITVEEHEELE, ARLERI—MES,
BRI AR A, MR MENIZEN 4. AWEEM A FRZE, XBE—TIFEFNES, BAR



SRR ZIE AR B 7= mAZ A R IR LB AL —H. XY PM MR ERAILURHAEE R, X
BREAE T — D Al mRNZRIRFNHEES. EFA2E, BRiLFREY. ARMEBEENA, ’RITEERN
“GHEets” (evaluation metrics), FAFEA “HMEIER XME, BARMNERITHE, ERBEAGK—m=,
EAHER— IR, MTHEEIRRMEIEPEERTNERE,

(00:49:07):

REMRHITEE, BITTHGIET. E2EHOE “FERE" , BMRERBLRYVIETEZINIT . RANHMRAF
AT RE, REXMENIBSHITRME, BFFERILAMZIEERBR2E, RABFPIUMFREKRTUNEINS R
FRRS. XMEMREEMRENMS, BEET RSA, UERBITERZINIEN, TGIEMRRIZEEL (R
—LLg, BERMTELZMEREARE, B TIRSBENHEIRER. XNREESNTH, HEEIRE
o

(00:49:59):

RENEIREEHITEE, RIS IERREEX LR MR, XFFEREMRSREIRIT TG
7, BEHIXMAUEREEMNTRRXEE, RANENRBAEIR. 0, MXENITAEEXFI FMSH
MITREREIR, BECARREMT. XEELMEA FaEaBBNEF. BRIMNFIIRINE, EXLE
ERIRES, ZHEFGEERA REEME. SEF” BER. XERERE Al RFEFTLUMEIRERLRE,
FREANER, ARHBENENHEBIEMEEN, FAMREERI—MIN K, FEIETTHEHERMH
¥, HERFRWNAEARSARN,

(00:50:59):

HMNENFBRAREN—NFFREF . XKERT T NEEEEMZERINAANRDEE, FBEMRAE
FIX, RAETE A REMB M CRREES) , HREERN. EFFAIIFEERENGFH, JUDA=1T
ARz, VIRZ “BRE” (routing) : HEEMRES I ERN TR IEHKRBZERBIER]? ARMREXERE:
BEBIRAME? AtABRETREESME? BEdLd, BEASEEE—MIEERNEZ, ERIREE
BEIRRITEERTHBERRUBDE X,

(00:51:52):

AREHEHE, XEDEKERERI. HOEBEI—LERM, PEXEER—BLALEERE "#X" , X&F “g&E" M
‘BE , MERBRTNZE “#X FAKE, K8 M “BHE FrFE. (RAURIE, 18, &
UEHEN. Bif#E—PE, KMEE—IMXTHEHFHIBNEE “E5xiE” M “Ea5MHT" , AFEMRRA
ENXERBEHEE. MREEREFIXMOEE, SREAN? SRZBHEME? REME, HEIRERR
WEHIEMRE, A IRIREIXER,

(00:52:39):

HEAZREZX LR, MINET PB4, BIFMIIRIRE “HX” THD “@5xit” 8hH
RERE—REMEE2019F, XEREERAR—TNEFTR. FIUMITAEN ZES — TR, HA2REE
AT FREEXE, RERVENFE, MBEELRBERSKBIERERNTERAN, REEHREEEEE
FrAXEERER, MARERERENAEE,

(00:53:17):

EEhRkZ%I7: V1 BB ABRSHIEFIN, EAREEREREET ], AXBILUREHREF. X
NERER, RESRIHEEREHRIEND, BRBIERRUSIFERAEFET. V2 2R “BIZRE”
(Copilot) : EEAMRELBEIURAERBERBESITRIFABE 7THERE, REIUHENT—F . BaeFaES
RIBMBRITERIFIZEF (SOP) RIEEN? ERUEN—1ER, HEA#ITENR. XHEME, RBEER
AETH, ERFEZDERAT, MERBERT. XEYTFRERS THIRON, BAMRCRTBABER
Bi2fE, HAILUGHRIGE ke,

(00:54:22):



RRFEAN, EZE, —BEMANEREERAE, BRSUHERALXFIFTRMASENR, BERERAER,
BELBIRHN V3 “InEliRARRENF MR, ERUEREEARATSR, XMEEEMIMER: MEEIS.
BITEEIE T — PR, HASMREZEMMAA. ZETHA CUEHENT—D), URRETHLRILURIGRE
BHFFOES. SREEEEE, RRETESRENKRANE, BHEFTEMETAFIRTIEARHEER

4o

(00:55:09):

AFLE, MRBERTE “ETFXIE” (context engineering) MILEMFHEIIMEERN KIS, EHXLERT, FAERT
s, $£—, HfFHE CCCD EBRMEN, HREREMR—RMMRT AR, (RAIEEET V3 ESFTIU
AIMKBR I RS 6, BEXRERENEHN—FAER, BEHATRLBEZE, REEBZXTRHFPU
ASEAARENER, £, MEERLIXM RIUEREL . BRZAE: “BEFFHT, ITAKREE
XAN? 7 AV EE IR PR Y TG RIAE T, TIEE R ERIRMREERIREINGEIR, BERS
R REBERNE =S/ IR R,

(00:56:17):

Fr LAY FXEFTHIRT, (REECIBR—MRXILAVESR, UEERRAFTH, MARRT MR, HE
—RIEEBEFRERENE, XHFEE—GZE, BREFENSG N, RA)LURIEE AR EHRER
HREEMN (WAEGIFTR), BAIMREEZERIR, ARETE, LRANELERKRTEHTEENE, B
WHR—EFFNEALUIERH, XBRTFRFANEZSE. XMZMBFETMEE, TRRMANMRE RER—H
RS . AR N RFEFHFLENHE.

(00:57:10):

ZOESHME “THARE" , FEEHITRENIREFARARERFRNEEL.

[00:57:17] Lenny Rachitsky
English:

We'll link folks to this actual post if they want to go really deep. You basically go through all of these steps
by step, a bunch of examples. And the idea here is, as you said, that the reason, everything about what
you're describing here is about making it continuous and iterative and kind of moving along this
progression of higher autonomy, less control. And this idea of even calling continuous calibration,
continuous development is communicating it's this kind of iterative process. And just to be clear, this
naming is kind of ode to CI/CD, continuous integration, continuous deployment suite. And the idea here is
that this is the version of that for Al where instead of just integrating into unit tests and deploying
constantly, it's running evals, looking at results, iterating on the metrics you're watching, figuring out
where it's breaking and iterating on that. Awesome. Okay.

(00:58:08):

So again, we'll point people to this post if they want to go deeper. That was a great overview. Is there
anything else before we go into different topic around this framework specifically that you think is
important for people to know?

FROCERIR:

MRAFKERNT #E, FNSREXBXENTER, RMIEXTRENETHRETENAENF. XEHZDO
BRI, BULIREEHEEER, A5 "EsE8E. BEOER” HREsH, EERESRAN
TR, SR WRATHREAXMERTE. BH—T, X eREX CI/CD (Fr8sen. F4E0E)
RUEE. XEMIERE, X2 AlRRAH CI/CD: FEEBEMEREIBETNRHATNEE, MIBETiHE. BF
HZR. ERRRENIER. HHBERFEITER. XET



(00:58:08):

BREE, BRANTHENAUEERRNE, X2—MRENHR, TRNT—MERZA, XTFXMER,
EEFAMMBANEENERESIFARE?

[00:58:18] Aishwarya Naresh Reganti
English:

I think one of the most common questions we get is, how do | know if | need to go to the next stage or if
this is calibrated enough? There's not really a rule book you can follow, but it's all about minimizing
surprise, which means let's say you're calibrating every one or two days and you figure out that you're
not seeing new data distribution patterns, your users have been pretty consistent with how they're
behaving with the system. Then the amount of information you gain is kind of very low and that's when
you know you can actually go to the next stage. And it's all about the wipes at that point, do you know
you're ready, you're not receiving any new information. But also it really helps to understand that
sometimes there are events that could completely mess up the calibration of your system. An example is
GPT-40 doesn't exist anymore, or it's going to be deprecated in APIs as well.

(00:59:16):

So most companies that were using 40 should switch to 5 and 5 has very different properties. So that's
where your calibration's off again. You want to go back and do this process again. Sometimes users start
behaving with systems also differently over time or user behavior evolves. Even with consumer products,
you don't talk to ChatGPT the same way you were talking, say, two years ago, just because you know the
capabilities have increased so much. And also just people get excited when these systems can solve one
task, they want to try it out on other tasks as well. We built this system for underwriters at some point.
Underwriting is a painful task. There are agreements that are like loan applications are like 30 or 40
pages, and the idea for this bank was to build a system that could help underwriters pick policies and

information about the bank so that they could approve loans.
(01:00:15):

And for a good three or four months, everybody was pretty impressed with the system. We had
underwriters actually report gains in terms of how much time they were spending, et cetera. And first
three months, we realized that they were so excited with the product that they started asking very deep
questions that we never anticipated. They would just throw the entire application document at the
system and go, "For a case that looks like this, what did previous underwriters do? " And for a user, that
just seems like a natural extension of what they were doing, but the building behind it should significantly
change. Now, you need to understand what does for a case like this mean in the context of the loan itself?
Is it referring to people of a particular income range or is it referring to people in a particular geo and stuff
like that?

(01:00:58):

And then you need to pick up historical documents, analyze those documents, and then tell them, "Okay,
this is what it looks like," versus just saying that there's a policy X, Y, and Z, and you want to look up that
policy. So something that might seem very natural to an end user might be very hard to build as a
product builder, and you see that user behavior also evolves over time, and that's when you know that
you want to go back and recalibrate.

FROCERIR:



FANBANTREWERERAEZ -2 HEANERSZENT TR, NERTELRETEBIFT? X
H2EMBENAMNFM, BZOETF “S/NMEEIN (minimizing surprise) . XEKE, RIZIFE—RRRE
—R, MRILBBIFNBIESIHEL, BAXNKRFNTHEE B BAMRSHHEEEMRET, X
BHREAEDE FTAHEN T — TR T . EIEREY, BEZERRBE —MANEBMRESRTE T, RAKEREEERKT.
BEL, BERRERATRIVERITARFZNRERRERR, fId, GPT-40 ABEFET, HE APIRIRF
Ao

(00:59:16):

FRIARZERER 40 AT AR ME 5 (O A ARIEGF), TS5 AEFREFRNEE. XIREIBIEX
KT, RBEEEME—EXNIE. BNBFAENEERERRANSAEINE, XEBLITHTEER,
BMERIETR R, RILEM ChatGPT IRIEMN A NEEMMERNF—F, RAMNEERENRAT. MES
AMIEZMEGRERR—MESHRENE, BRHEMES. RITBAZRM (underwriters) #EIT—P&K
Gio RARB—IRENMES, IRBFHIEES 30 2 40 5. XFBITHEEZHNE—IRS, BEEZERID
RENBERTRITIER, UERER.

(01:00:15):

ARPHN=ZEOTAE, RRMWXTRRENRIFERZ. BRMHEIRE T ETEREFHEYE. BEF=
A, BRIREMNN~RAHE T, FRR—ERIMNMRAHEEPRE RS, thiIZIEB T HIEX NS
AR “WTERIFNERF, UARZRITEEAME? * NTFRAFRE, XMF2AMIIERBALER,
BEEENWEZELTAEEREN. IE, FEEEBETIERERT, “GXENRF" BHXREHA? 25
REBNEEA, E2FEMIEIFAIA?

(01:00:58):
AREMBEBBERAWMAEXHE, XX, AESEFMNT: ‘98, BREXEN” , MARNMUR “BBEER

X YR Z, fREEE” . Fill, MRLAFAKRIFEBANER, WemmEERR A EIFERULRI. Ra
BIRP1TAENEIRS, XRMAEFEROEERRAET

[01:01:24] Lenny Rachitsky
English:

What do you think is overhyped in the Al space right now? And even more importantly, what do you think
is under-hyped?

AR ERIE:

RN BT Al SURBEMLERAZRIEME (overhyped) H? BEEEMRE, MINAIEWLERAESHIKME
(under-hyped) #9?

[01:01:34] Kiriti Badam
English:

As | said, super optimistic in different things that are going in Al. So | wouldn't say overhyped, but | feel
kind of misunderstood is the concept of multi-agents. People have this notion of, "I have this incredibly
complex problem. Now I'm going to break it down into, hey, you are this agent. Take care of this. You're
this agent. Take care of this." And now if | somehow connect all of these agents, they think they're the
agent utopia and it's never the case that there are incredibly successful multi-agent systems that are
built. There's no doubt about that. But | feel a lot of it comes in terms of how are you limiting the ways in
which the system can go off tracks. And for example, if you're building a supervisor agent and there are



subagents that actually do the work for the super agent, supervisor agent, that is a very successful

pattern.
(01:02:24):

But coming with this notion of I'm going to divide the responsibilities based on functionality and
somehow expect all of that to work together in some sort of gossip protocol, that is extremely
misunderstood that you could do that. | don't think current ways of building and current model
capabilities are right there in terms of building those kind of applications. | feel that is kind of
misunderstood than overrated. Underrated, | feel it's hard to probably believe, but I still feel coding
agents are underrated in the sense that | feel like you can go on Twitter and you can go on Reddit and you
see a lot of chatter about coding agents, but talking to an engineer in any random company, especially
outside of Bay Area, you can see the amount of impact this coding agents can create and the penetration
is very low. So | feel like 2025 and 2026 is going to be an incredible year for optimizing all of these
processes.

(01:03:25):
And | feel that is going to be creating a lot of value with Al.
FRZERiE:

IESNFFrIR, AT Al EFHARIEERM. AMUERF SR “SEE" , BREE “ZEEE" (multi-
agents) FUBIRMRIRME T AMIERXE—MRZE: “BE-—NMREERNRE, HERBEECHE: 18, RE
XMERER, AEX; MEBNERER, AEBD.” MIRFINRIEX LR RAEEZER, MK EEE
5. BAMIEIFERINSEREFERARMELR, X—RBEER, BRINNXBEETROMRER
g "B AT fId, RIRME—DEEEEER (supervisoragent), HFEREMALRATEE AT
5, XB—NIFE IR

(01:02:24):

BIRIEE “BRERIEIIREXZIRE, HEEC(TBZEMRDIMIY (gossip protocol) WHEITIE RIARE,
ABERARIRE. HFINNEFREELAREENELAR Tl UMEXENARNKE, BRREXELE
WIRRRT , MAEHSE. ETWIEER, BIATTREEMAEGE, EBRMARSHEEZSHEME (coding agents) #§
RfET . BAAIRTE Twitter 3 Reddit LEEBEIRZ X FHRIZE sEAMITIE, BMRIFEMSXUIMERI—RE
BATINIRINR, MRRINEEERARRFENEARTM, MEMNEEREIEEE. FRFKIAN 2025 F
#2026 FRZMAUPTAXLRIELEFD,

(01:03:25):

BUEXRET Al fIiEERBINE.

[01:03:28] Lenny Rachitsky
English:

That's really interesting on that first point. So the idea there is you'll probably be more successful
building and using an agent that is able to do its own sub-agent splitting of work versus a bunch of, say,
Codex agents. Will you do this task, you do that task?

FRCERIR:

FMABEERR. FIUFNERRE, WEHEA—TEBECIFD FESHERER, Jaetbit— (kb
Codex) BEREMFRBIHR (fREX1, AR ERZMIN?



[01:03:44] Kiriti Badam
English:

You can have agents to do these things and you as a human can orchestrate it or you can have one larger
agent that is going to orchestrate all of these things, but letting the agents communicate in terms of peer-
to-peer kind of protocol, and then especially doing this in a customer support kind of use case is
incredibly hard to control what kind of agent is replying to your customer because you need to shift your
guardrails everywhere and things like that.

AR ERIE:

R LUL S REA X LR, RAEBRMRENAIRREH; NEA—TEANERIEREHFFAEXES, BIORL
BaeALlm¥ = (P2P) N ARBHERE, LHEERFSHFXEALISR, SIRHEELITHIZM NS AT
BEEF, AAREEIIRBHRIIF=EFE,

[01:04:08] Lenny Rachitsky

English:

Yeah. Okay. Great picks. Okay. Ash, what do you got?
FRCERIE:

BAH. REFHIILER. Ash, fRIE?

[01:04:12] Aishwarya Naresh Reganti
English:

Can | say evals? Will | be canceled?

R EE:

HEEWRE “THET 13?7 HIELR “BUH" KEG?

[01:04:15] Lenny Rachitsky

English:

In which category? Which bucket do they go?
R EE:

TEW—XK? BFHME?

[01:04:18] Aishwarya Naresh Reganti
English:

Overrated.

FRZERIE:

W,



[01:04:20] Lenny Rachitsky
English:
Overrated. Okay, go for it. We won't let you get canceled.

FRCERIR:
Wl o, WE, HMIAZILIFRECERT.

[01:04:22] Aishwarya Naresh Reganti
English:

Just kidding. | think evals are misunderstood. They are important, folks. I'm not saying they're not
important, but | think just this, I'm going to keep jumping across tools and going to pick up and learn if
new tool is overrated. | still am old school and feel like you would really need to be obsessed with the
business problem you're trying to solve. Al is only a tool. | try to think of it that way. Of course, you need
to be learning about the latest and greatest, but don't be so obsessed with just building so quickly.
Building is really cheap today. Design is more expensive, really thinking about your product, what you're
going to build. Is it going to really solve a pain point? Is what is way more valuable today? And it will only
become more true in the near future. So really obsessing about your problem and design is underrated

and just rote building is overrated, | guess.

R EIE:

AR, BIANTERIRET . B, THMEREE, HABHEFAEE, BRI, (VXAHESMIAZ
EBEER. BRFIG—MHIAE, XRERSMGEN. REBLRES, REMRENTEERRTIRZERRALS
B, AIRR—1MIR, RAEXHEEERE, HA, REFZZIESNEFNERR, BREVEE T RED
B, SKWENRAFERER, RITRMER—EHERZMRNTm, REWEMFA, EREENERAER?
XESKEANE, MATEFAAERSBEEMER. FrL, BERMRFEZEMIRITEMEGER, MRINE
WA (rote building) R#EEEH.

[01:05:15] Lenny Rachitsky
English:

Awesome. Okay. Similar sort of question. From a product point of view, what do you think the next year of
Al is going to look like? Give us a vision of where you think things are going to go by, say by the end of
2026.

FROCENIR:

KIET . KPR MF@BNBERE, MANAINT—EFR2F4AEF? 30— NER, RIANE 2026
FREBZAREIMTLIEE?

[01:05:30] Kiriti Badam
English:

Yeah, | feel there's a lot of promise in terms of this background agents are proactive agents who is ...
They're going to basically understand your workflow even more. If you think of where is Al failing to
create value today, it's mainly about not understanding the context. And the reason that it's not
understanding the context is it's not plugged into the right places where actual work is happening. And as



you do more of this, you can give the agent more of context and then it start to see the world around you
and understand what are the set of metrics that you're optimizing for or what are the kind of activities
that you're trying to do. It is a very easy extension from there to actually gain more out of it and then let
the agent prompt you back. We already do this in terms of ChatGPT pulse, which kind of gives you this
daily update of things you might care about.

(01:06:20):

And it's very nice to actually have that jog your brain up in terms of, "Oh, this is something that | haven't
thought about. Maybe this is good." And now when you extend this to more complex tasks, like a coding
agent, which says that, "Okay, | have fixed five of your linear tickets and here are the patches. Just to
review them at the start of your day." So | feel that is going to be extremely useful. And | see that as a

strong direction in which products are going to build in 2026.
R EIE:

B, T “EEEMERAK" I “EohEEER” (proactive agents) IEEFHIR. ENTRERNMIBRMRNT
ERe MIRIREE Al SREMESEARELENE, TERRNERER LT, MAER L TXHNRRZRE
REEANLGLERENERMUE. BERYRIES, MAUUABREESERER, ARCHENEMERE
AUt , BRIREERARIEIRERSIRETHITNER. MNBEREZEMHELSHNE, ILBREARIRIE
TR FABELTE ChatGPT pulse REEITX—R, ERGIREHERIRAIEERHBIER.

(01:06:20):

XEERIFMBUEIRAIAR . “BE, XEIHLEIN, BIFXAFHE" WE, HFEeT RIAIEERNVES, Lt
M—MRIEEERN: “REBLBETIRMEA Linear T8, XZEHT, RESRXFIBTIENEE—TMIT.”
BUEXRIEEER. HINAXE 2026 F=mBEN— 1 2F A M.

[01:06:44] Lenny Rachitsky
English:

That so cool. So essentially agents anticipating what you want to do and getting ahead of you and I've
solved these problems for you or | think this is going to crash your site. Maybe you should fix this thing
right here or | see the spike here and let's refactor our database. Amazing. What a world. Okay. Ash, what
do you got?

AR ERIE:

KEET o AR EZEERATUIMTREMAAHEETMIE: “BRELKANMBRTXLERR , FE “BREXS
ILAREMIUERR S, WIFMRIZEEXE” , HE “WEIXENREME, LRNEN—THREE" . X5
T, ERNEUHHSR, Ash, {RIE?

[01:07:04] Aishwarya Naresh Reganti
English:

I'm all in for multimodal experiences in 2026. | think we have done quite some progress in 2025, and not
just in terms of generation, but also understanding. Until now, | think LLMs have been our most
commonly used modules, but as humans, we are multimodal creatures, | would say. Language is
probably one of our last forms of evolution. As the three of us are talking, | think we're constantly getting
so many signals. I'm like, "Oh, Lenny's nodding his head, so probably | would go in this direction or
Lenny's bored, so let me stop talking." So there's a chain of thought behind your chain of thought and
you're constantly altering it with language that dimension of expression is not explored as well. So if we



could build better multimodal experiences that would get us closer to human-like conversation richness.
And you will also, just given the kind of models, there's a bunch of boring tasks as well, which are ripe for
Al

(01:08:04):

If multimodal understanding gets better, there are so many handwritten documents and really messy
PDFs that cannot be passed even by the best of the models as of today. And if it's possible, there'll be so
much data that we can tap into.

FRCERIR:

RIFEELF 2026 FRIZES (multimodal) 43, FIANFKNE 2025 FELEIS TIRAHRE, FMIEENS
H, REEMESE. HERNL, LLMBRINEREBIIER, BEAAE, BRINBSESEN. ESTRER
MMACHRETRZ— HFN=TARIKE, HNFEHRBEIRSZES. HIW: "B, Lenny ERL, Fi
UFKFIREN ZEX N AEER” , & “Lenny WY, iLHXAKE" . ERH “BfEE SREBEHZ—REHE
B, RAETHRIEES DUMNVERIFRE, MXERALEEBEKBERRIFMRETE. T, WRBAIEwRE
B SESHLE, MEELRNEREIARMENFEERE. Itih, ZEFEMEE, T HELWRES
FEES Alo

(01:08:04):

MRSIRSERTRFEY, BRRERRIFNRE BT ABETHNAEFEXXEMIREEELAY PDF sLEER G IE
To WMNSRXAESEH, FAVISHEIZIEL BRI,

[01:08:21] Lenny Rachitsky
English:

Awesome. | just saw Demis from DeepMind, Al, Google, whatever they call the whole org, talking about
this where he thinks that's going to be a big part of where they're going, combining the image model
work, the LLM, and also their world model stuff, Genie, | think is what it's called. Yes. So that's going to be
a wild, wild time. Okay. Last question. If someone wants to just get better at building Al products, what's
just maybe one skill or maybe two skills that you think they should lean into and develop?

FRCERIR:

A#7T. FNIEE DeepMind (& W Google Al #]) BY Demis KEIX—, fIAAXFEMINARKHNERE
HMERD: EREGER. LLM LRIt FRE (5740 Genie) s BRRR—TMRIENHN. 7, &E—1
A MNREANBRSWE Al FREIEEN, RIANMIINZE RIEFTH—MMxEE?

[01:08:52] Aishwarya Naresh Reganti
English:

I think we did cover a bunch of best practices for Al products, which is start small, try to get your iteration
going well and build a flywheel and all of that. But again, if you kind of look at it at a 10,000 feet level for
anybody building today, like | was saying, implementation is going to be ridiculously cheap in the next
few years. So really nail down your design, your judgment, your taste and all of that. And in general, if
you're building a career as well, | feel for the past few years, your former years, say the first two, three
years of building your career is always focused on execution, mechanics and all of that. And now we have
Al that could help you ramp pretty quickly and post that. | mean, after a few years, | think everybody's job
becomes about your taste, your judgment and kind of what is uniquely you.



(01:09:49):

| think nail down on that part and try to figure out how you can bring in that kind of a perspective. It
doesn't have to mean that you should be significantly old, have years of experience. We recently hired
someone and we use this very popular app for tracking our tasks and we've been using it for years and we
pay a high subscription fee for it. And this guy just came with his own vibe coded app to the meeting. He
onboarded us to all of it and he's like, "Okay, let's start using this." And | think that kind of agency and
that kind of ownership to really rethink experiences is what will set people apart. And I'm not being blind
to the fact that vibe coded apps have high maintenance costs. And maybe as we scale as a company, we
have to replace it or we have to think of better approaches.

(01:10:36):

But given that we are a small size company now and just ... | was really shocked because | never thought
of it. If you've been used to working in a certain way, you associate a cost with building. And | feel like
folks who grew up in this age have a much lower cost associated in their mind. They just don't mind
building something and going ahead with it. And they're also very enthusiastic to try out new tools.
That's also probably why Al products have this retention problem because everybody's so excited about
trying out these new tools and all of that. But essentially having the agency and ownership, and | think
it's also the going to be the end of the busy work era. You can't be sitting in a corner doing something that
doesn't move the needle for a company. You really need to be thinking about end-to-end workflows, how

you can bring in more impact.
(01:11:26):

I think all of that will be super important.
FREiE:

FIANFANVHEZRE T RS Al mREIRERR, LLIOMWNMEEF. REFRFIEN, B WEEF. BUNRM—
FERRMESERE, ENKFAR, FKILELXHE (implementation) BIRASEREELE, Frl, EHIEEHIRN
Rt FIED. mEEE. SHRE, WRMEMRIIRWEE, SX/F, RIEENTH (Csim=4)
BRETETHIT. VIMIRESE. WEA JUBMRELF, EBZE, BIAASPIANTEHIEMX TR
malk. BT LR AR B o

(01:09:49):

HIANBEXED TR, BEMFHRBMBRISHRAE. XHATEREMBAFLRATESELE, i)
RIEET—TA, EN—ER—TIFERTNESERNA, BTH/LE, fE55R0ITHE ERXRNE
EthEC "“RRIEHES" (vibe coded) WNANRAZ, MFZNVETRTFIAINEE, AR/R: “9F, iLB(NFEA
EXME,” HNAXMEESHRERRHEEMEMEASB® (ownership) Bit ABFMEHAIRE, FHHIE
T “RRERE” HNNBEFRARS, WIFEERRNRT X, RIIFEERCHBEEFNGZE.

(01:10:36):

BZEIFENAER—FRNRF - RENRER, BARMREDL, MREIBTEMRIELR, (FIEH
BS5EMAERKALEHK MERSEXTHARKEROA, BFENWEZNAATHERTZ, tiIFANER
FHE—NFRAHTELR, tIEIFEEARTFRRMTE, XTREENTA A FaFEEFNE, AhE
PABKHETERERMIAT, BXGL, HEEEMENEIASEM, UR—RIANZBER “BITE”
(busy work) BIRBVERLE, RAEEBREAZEM—ENQBELTMNER. MENFEREZREIHH T
, BE A REARBIRZME.

(01:11:26):

HNNFMERERFIFEEER.,



[01:11:28] Lenny Rachitsky
English:

That reminds me, | just had Jason Lemkit on the podcast. He's very smart on sales, go to market, run
Saster, and he replaced his whole sales team with agents. He had 10 salespeople and then he was 1.2 and
20 agents. And one of the agents, it was just tracking everyone's updates to Salesforce and kind of
updating it automatically for them based on their calls. And one of the salespeople was like, "Okay, |
quit." And it turned out he wasn't really doing anything. He was just sitting around and he's like, "Okay,
this will catch me. | got to get out of here. So to your point about, it'll be harder to sit around and twiddle
your thumbs, | think is really right.

FRCERIR:

X EAEEIXNEIE T Jason Lemkin T, fEHE. #AHE (GTM) HFEIFEIREA, £E%E Saastr
tRERAER T EMEERA. tREEE 10 REEAR, EHREMT 1.2 DAM 20 MEREEK. HPF—1E
RERRBIEBERE T ATE Salesforce ERVEHT, HRIBEMINEBIEEMERH. HP—NMEEARR: “FE, &
HHR” SARAMMESIA AT, RA2RLE, 8 “WE, XRB/ILaXKNEN, REEERE” Fr
L, XRFURREBNLELHRES, HREFMRER.

[01:12:07] Kiriti Badam
English:

Yeah. | think to add on to that, | feel like persistence is also something that is extremely valuable,
especially given that anybody who wants to build something, the information is at your fingertips even
more than the past decade. You can learn anything overnight and become that sort of Ironman kind of
approach. So | feel like having that persistence and going through the pain of learning this, implementing
this and understanding what works and what doesn't work. And as you are going through this pain of
developing multiple approaches and then solving the problem, | feel that is going to be the real moat as
an individual. | like to call it pain is the new moat, but | feel that is exactly super useful to actually have
this in, especially in building these Al products.

FROCENIR:

BH. BT —R, BERT B HEREERE, LEEZRINTEAEERRANA, ST
ETEERZRG. MAU—RZEFREARE, TR “Wektk” NPWAY. FRUARRESHERME
1, 2BF3. £h. ERPLETEE. BETAENREEIRE. SRERA LS EAHRLBRETE
&S, HEFXFRAMERNTANEEREA, RERTZHN “BEESMBIAET" , RESXENE Al
LEERESFI =)oz

[01:12:56] Lenny Rachitsky

English:

Say more about this. | love this concept. Pain is the new moat. Is there more there?
R EE:

ST HERX M, “BHEMPET o EEEZIHEE?

7

[01:13:00] Kiriti Badam



English:

Yeah, | feel as a company, | mean, successful companies right now building in any new area, they are
successful not because they're first to the market or they have this fancy feature that more customers are
liking it. They went through the pain of understanding what are the set of non-negotiable things and
trade them off exactly with what are the features or what are the model capabilities that they can use to
solve that problem. This is not a straightforward process. There's no textbook to do this or there's no
straightforward way or a known credit path to be here. So a lot of this pain | was talking about is just
going through this iteration of like, "Okay, let's try this and if this doesn't work, let's try this." And that
kind of knowledge that you built across the organization or across your own lived experiences, | feel that
pain is what translates into the moat of the company. This could be a product of evals or something that
you built. And | feel that is going to be the game changer.

FRCERIR:

B, HRFEN—RAE, BmEEAHRMRESEHRNNAE, ERHIERAENZRFE—THATHHL,
HEMIIAEESE R ENNEETEE. MERAMNEZN THRENIRE, BERTHESRIZMNERN, H
FEHtTE TN RE SR B RE N Z BBt 1TAN T, LURRRPIE, XAB—MEREIE. REBRBRIREAM, BK
BIURMERE. FMUERNRSEEMEEHIMER: “WE, BT, WRFT, BB
EXMEBMAAPRRLN. HEEIRPAEFZRMRBNNIR, IMEEREARUANT QFHIPHE, X7
RERITALEVFY), BRIRERIMMEINEMARRE. HEFXFEEANEILZE.

[01:13:59] Lenny Rachitsky

English:

That is awesome. It's like turning a coal into diamond.
R EE:

KIET . XMGEERERIEA.

[01:14:03] Kiriti Badam
English:

Yes.

FREiE:

=i

[01:14:04] Lenny Rachitsky
English:

| feel like we've done a great job helping people avoid some of the biggest issues people consistently run
into building Al products. We covered so many of the pitfalls and the ways to actually do it correctly.
Before we get to our very exciting lightning round, is there anything else that you wanted to share?
Anything else you want to leave listeners with?

AR ERIE:

GRS R, EBIAMTEATHE A FaREERRHN—EXEE, HITET XA S MHEM UK ER
B35, EHEANLANMEBAELR (lightninground) Z#1, EBEHABDEMNG? B ABELITREING?



[01:14:25] Aishwarya Naresh Reganti
English:

Be obsessed with your customers. Be obsessed with the problem. Al is just a tool and try to make sure
that you're really understanding your workflows. 80% of so called Al engineers, AIPMs spend their time
actually understanding their workflows very well. They're not building the fanciest and the most cool
models or workflows around it. They're actually in the weeds understanding their customer's behavior
and data. And whenever a software engineer who's never done Al before, here's the term, look at your
data. | think it's a huge revelation to them, but it's always been the case. You need to go there, look at
your data, understand your users, and that's going to be a huge differentiator.

AR ERIE:

FRTIROER, TR Al RE—1MTAR, WMERMEERERMRIIER. 80% KIFMIE Al Ti2)MA Al PM
KRR EIEREEERNER TR L. MINHARENEREN. SRENEEHTER, MEE—HEREF
BT AMEIE. S —TMREMT Al RGTIRRNAE “BEFIEET XM, HEEXMIIKREZ
EXNET, BEL—mMLt. (FREERNEFR, EENE, BRAF, XFRAEXRNERKMNSE,

[01:15:09] Lenny Rachitsky
English:

That's a great way to close it. The Al isn't the answer. It's a tool to solve the problem. With that, we have
reached our very exciting lightning round. I've got five questions for both of you. Are you ready?

AR ERIE:

XE—MRIFNEE, AIFEER, ERBRPENTER, A, HNVENTIEBLSAHKENABE, HAM
ITEETENAH HEEFT73?

[01:15:22] Aishwarya Naresh Reganti
English:

Yay. Yes.

FRsERE:

BB, HE&FT.

[01:15:24] Lenny Rachitsky
English:

All right. So you can both answer them. You can pick one which you want to answer. Either way, up to
you. What are two or three books you find yourself recommending most to other people?

FRSCERIF:
%, IRITAILAEREE, WAILLUE—DNEIZ,. BEfRI]. (RMISRERIIABENR=ZEABEMHA?

[01:15:32] Aishwarya Naresh Reganti



English:

For me, it's this book called When Breath Becomes Air, Lenny. It was written by Paul Kalanithi. | think he
was an Indian original neurosurgeon who was diagnosed with lung cancer at 31 or 32. And the whole
book is his memoir and just is written after he was diagnosed. And it's really beautiful, especially because
I read it during COVID and all we ever wanted to do during COVID is stay alive. There are a bunch of really
nice quotes within the book as well, but | remember one of them, he was kind of arguing against a very
popular quote by Socrates, which is, "The unexamined life is not worth living," or something like that,
which means you really need to be thinking about your choices, you need to understand your values,
your mission and all of that. And Paul says, "If the unexamined life is not worth living, was the unlived life
worth examining?" Which means are you spending so much time just understanding your mission and

purpose that you've forgotten to live?
(01:16:32):

And | think everybody who's staying in the Al era and building and continuously going through the space
of reinventing themselves need to take a pause and live for a bit, | guess. They need to stop evaling life
too much.

FRCERIR:

WEEKH, B (UMERIEATS)Y (When Breath Becomes Air) . fEEZ Paul Kalanithi, fth@—{IENEZEHEZ
SRS, 1F 313 32 FEisnifiE. BEAPBRMERIZEENESR. BEEE, FIIRRAKRERE
HER T &, MBNEIE—BHNMEETE. PEERZBENER, RIE/HEP—, REKT AHMEHL
KHNEE “REFMHAEREST . ABIRNERRMMBERZRENERE. MEMAGER, M Paul i%:
“NREREFHFMNAERERT, BAKEARWAEBERHME? 7 XEKE, SR T XZHNEEER
FEmFBIR, UWEFEIBTEEE?

(01:16:32):

FIANTE Al BRARETE. FHREBERNE A, MEBRETREEZ—RENE. tIIREFELNEZHTI
ERY “TEE” o

[01:16:46] Lenny Rachitsky
English:

| was going to say that. That's where my mind went. You got to write some evals for your life. Oh my God,

we've gone too far.
FRERIE:
KIERGE, HWBRX/LT. MMEAMHNEEES HME . XM, EIPSKRT.

[01:16:52] Aishwarya Naresh Reganti
English:

Yep. Yeah.

FRCERE:

=0

[01:16:53] Lenny Rachitsky



English:
Beautiful.
FRCERIE:
XETo

[01:16:53] Aishwarya Naresh Reganti
English:
That's my favorite book.

RS ERIE:

[01:16:55] Kiriti Badam
English:

I like more of science fiction books. So | really like this 3 Body problem series. It's like a three book series.
It has elements of grander than science fiction, life outside earth and how it impacts human decision
making process. And it also has elements of geopolitics and how much important or valuable abstract
science is to human progress. And then when that gets stopped, it's not noticeable in everyday life, but it
can cause devastating effects. So | feel like Al helping in these areas, for example, is going to be extremely
crucial. And that book is a nice example of what could happen otherwise.

FRCERIR:

BREENRRLNG. HEEER (ZF) R, EBE=FH, @8 TBEMINAERTE. i EHRUREN
ARIMARRRRIIZ. EXREHEEUANTER, UKMSBERNALAD RS AEBNES, YRFHTE
LIRS, BEEFEFAIERIEARE, BEaERRENRM, XET A EXETENEYREEXEEN. A
FHE—MREFNRESEM, BRTNRFTEXFSKEMN 4o

[01:17:35] Lenny Rachitsky
English:

Completely agree. Absolutely. Love. Might be my favorite sci-fi book except, or series even, and it's three. |
have to read of all three, by the way. | find that it only got really good about one and a half books in. So if
anyone's tried it and like, "What the heck is going on here?" Just keep reading and get to the middle of
the second one and then it gets mind-blowing.

FRSCERIF:
ReFAE, BMNNRE, XFTREREENNRLIBEERY, IRER—T, BFAIET=HR, REMEFIEF

k2
—APFHIHRA BEIEZRTRER . FILMREAZHIRTANRE "XERTHTA? 7, BREIETE, RE
BAAiE, RASEEIER.

[01:17:52] Kiriti Badam

English:



Yes.
AR ERIE:

=i

[01:17:54] Lenny Rachitsky
English:

If you love sci-fi and you're in Al, you got to read this book called A Fire Upon the Deep by Vernon Vinge.
Check it out. It's incredible. | saw Noah Smith on his newsletter recommend this book and there's sequels
to it, but this is the one that's so incredible. And it's actually, it turns out it's about AGI and super
intelligence and all these things, and it's just so epic. And no one's heard of it.

AR ERIE:

MRMFERBLIBEME AT, R—EBERIEFHE « XB (Vernon Vinge) By (RN EBIAD (AFire Upon
the Deep)o EZFEBME, AFAIRNT . HEF Noah Smith EHNNEBEAEHREFELIXEH, EELE, EX
TAEF. FRIUER, EHBIZEAGL BREREUNFIAEXERA, EERR. MAFGRLHAANMEIE,

[01:18:19] Kiriti Badam
English:

Thank you.

FCERE:

BT

[01:18:20] Lenny Rachitsky
English:

There you go. I'm giving you one back. Okay, next question. What's a favorite recent movie or TV show
that you've really enjoyed?

RSz ERIE:
AER, EBE—D. F, T—Na#E: BEEHAERMEBEEHBEMRTEG?

[01:18:26] Aishwarya Naresh Reganti
English:

| started rewatching Silicon Valley and | think it's so true. It's so timeless. Everything is repeating all over
again. Anybody who's watched it a few years ago should start rewatching it and you'll see that it's eerily
similar to everything that's happening right now with the Al wave.

AR ERIE:

HHABRER (BEH) (SiliconValley), ZRERB/EXRERT, Xk AIH, —EHMEEER JIFHEINANZE
BB, FRRME5ME ARFBRZEN—TIR A,



[01:18:41] Lenny Rachitsky
English:

That's a good idea to rewatch it. | love that their whole business was like an algorithm to compress, like a
compression algorithm. It's like maybe a precursor to LLMs in some small way. No, | get it. All right, Kiriti,
what you got?

FROCERIR:

FEREMTFERE, BEMRMINNEBNSME— N EEE L. EEMEEL, B8R LLM LR, FKE,
Kiriti, fRUE?

[01:18:54] Kiriti Badam
English:

I'm going to drag this and say lot a movie or a TV show, but there's this game | picked up recently called
Expedition 33. It has nothing to do with Al, but it's an incredibly well-made game in terms of the
gameplay or the movie and the story and the music. It's been amazing.

FROCENIR:

BRERNE, NRBEZHEN, R&EER—MM (Z1E 33) (Expedition 33) Bk, ©5 Al XX, BTEh
& RIS MEMERTEBFIFSREBR. FEE.

[01:19:10] Lenny Rachitsky
English:

| love that you have time to play games. That's a great sign. | love that. Someone OpenAl, I'm just
imagining you're ... There's nothing else going on except just coding and having meetings.

FRCERIR:

BRBEE AT, XE—MPIR. RERX . {55 OpenAl IRT, RELUNINERT SR
FRHABFT,

[01:19:20] Kiriti Badam

English:

Yeah, it has been incredibly hard to find time for that.
FRCEIE:

R, BB SR E X

[01:19:22] Lenny Rachitsky
English:

That's good. That's a good sign. I'm happy to hear this. Okay. What's a favorite product that you've
recently discovered that you really love?

FRCERIR:



RiF, XRIMIFIK. REBMIFEIXD. i, RIEAMHIFEERNEINTREMFA?

[01:19:28] Aishwarya Naresh Reganti
English:

For me, it's Whisper Flow. | think I've been using it quite a bit and | didn't know | needed it so much. The
best part is it's a conceptual transcription tool, which means if you go to Codex and start using Whisper
Flow, it starts identifying variables and all of that. And it's so seamless in terms of transcription to
instruction. You could say something like, "I'm so excited today. Add three exclamation marks," and it
seamlessly switches. It adds those three exclamation marks instead of writing add three exclamation

marks. And | think it's pretty cool. If you're not using it, you should try it.
FR3CERiE:

X FERWLZE Whisper Flow, RERIEARFREZ, UAIAHEREAXATEE. RENEEE—MSMNER
TR, XEKREMRIRTE Codex FEMA Whisper Flow, ERFIRIRFIZEZ XN, EERRINESZEEET
8, fRATLIM: “HORLHET, M=TRBNS" , EITLEYIR, BERMNE=TERS, MAZEL M=
MRS XNMFEHR, ZREFIFEER. NRMELAY, Mzt

[01:20:03] Lenny Rachitsky
English:

I'll do a plug. Get Whisper Flow for free for an entire year for a year for free by becoming an annual
subscriber of my newsletter.

FRCERIR:
BRIERNT S AN ERANEREITRE, BIRRERS—EFR Whisper Flow,

[01:20:12] Aishwarya Naresh Reganti
English:

That's how | got access to it, Lenny.

R EE:

Lenny, EMEBXAZEIN,

[01:20:14] Lenny Rachitsky
English:

There we go. | think | pitched this deal. | think people don't truly understand how incredible this is.
They're like, "No way this is real. It's real." And 18 other products, lennysproductpass.com, check it out.
Moving on. Kiriti.

FRCERIR:

X T BKTTRXMIE. BEUEBAMELEERIRIXESE, ilstE: “FolgEE, 2ENE? 7
BEM, THEHM 18 =M, EAIA lennysproductpass.com B&, 44, Kiritio



[01:20:28] Kiriti Badam
English:

Awesome. | actually am a stickler for productivity. | keep experimenting new CLI tools and things which
can make me faster. So | feel like a Raycast has been amazing. I've discovered all this new shortcuts that
you can use to open different things, type in shortcut commands and things like that. And Caffeinate is
another thing that I've recently discovered from my teammates. It helps you prevent Mac from sleeping
so you can run this really long Codex task for four or five hours locally, let it build the thing and then you
can wake up and be like, "Okay, this is good. I like this."

RS ERIE:

AHET, REKBNEFHEA. RFEZHAIME CLI (85917) TEMEILRTRIART, KT Raycast Ik
B, BRI TAAXERAUARITARERA. BMANRESSOHIRER. Caffeinate BHEEMARIBE
RMANS—TF R EHRERILE Mac #HNBEBRIATS, XFEFIRFLR LAFEA#IZTTIH A )\BIBUEB K Codex £53,
ILEAWE, ARMERERENE: 9, XRE, HEWR

[01:21:02] Lenny Rachitsky
English:

That hilarious, that combo. Codex and Caffeinate. You guys need to use it, build that yourself, an OpenAl
version of that, or the Codex agent should just keep your Mac from sleeping. That's so funny. By the way,
Raycast, also part of Lenny's product pass. One year for your Raycast. Amazing. Yeah.

FRCERIR:

XMABAXIBET, Codex fil Caffeinate, RIIRiZ B 2 — OpenAl lixZdiY, =& ik Codex £ EEMREIER
IE Mac BEfR, XE7T, IfEH—T, Raycast B2 Lenny F=M@iBITIER—EB9, REA—F. KET,

[01:21:20] Aishwarya Naresh Reganti

English:

Lenny didn't tell us these folks. Yes. These are actually our favorite products.
R EIE:

Lenny HRAT R IFFA XL, 2HY, XEANEHIIRERIT Mo

[01:21:25] Lenny Rachitsky
English:

These are just two of 19 products. No Caffeinate though. | don't know if that's even paid. Okay, let's keep
going. Do you have a favorite life motto that you find yourself coming back to in work or in life?

FROCENIR:

XRE 19 R mPHER FIikE Caffeinate, REEFMEECRAZMNER. F, #48, RITERBMFA
EIFREFPEERENAERS?

[01:21:35] Aishwarya Naresh Reganti



English:

For me, | think this is one my dad told me when | was a kid and it's always stuck, which is they told it
couldn't be done, but the fool didn't know it, so he did it anyway. | think be foolish enough to believe that
you can do anything if you put your heart to it, especially now because you have so much data at your
hand that could be pointing towards the fact that you probably will be unsuccessful. How many podcasts
made it to more than a thousand subscribers or how many companies hit more than one million ARR?
And there's always data to show you that you won't be successful, but sometimes just be foolish and go
ahead with it.

AR ERIE:

MK, BERXFERNHESIFRN—EIE, —HIEEOER: “MWIIRXENRE, ERMENFE,
FRUAMEZIBENR T.” TINNERH “BE" MWHREREROMEMRERNS. FrIRENE, MRFXEX
LSRR, FIREHMERERRAURIAMNES. BZORFREI—TMTH? 82D ATFEKEEI—H7 ARR
(FEZEMWAN) ? SEMIERBIRTEMY), EENARRSEREHERE,

[01:22:12] Lenny Rachitsky
English:

That's great. Yeah.

R EE:

XET,

[01:22:13] Kiriti Badam
English:

For me, | am more of an overthinker. So | really like this quote from Steve Jobs that you can only connect
the dots looking backwards. So a lot of the times there are numerous choices and you don't really know
the optimal one to pick, but life works in ways that you can actually see back and be like, "Oh, these are
actually beautiful in terms of how our transition." So | feel like that is extremely useful in keep moving
forward, keep experimenting.

AR ERIE:

MEFKW, FERERZ. FMUKIFEEREFEX - FTFEHOPRODIE: “RRAEERE AT @EE/RBKER
fER.” REMRELHER, MENFTNERNRBHRELE, EEELEILMERKERZN: 8, XL
THILMREY.” REFXNTREH. FHZHIEEER.

[01:22:39] Lenny Rachitsky
English:

Final question. Whenever | have two guests on the podcast at once, | like to ask this question. What's
something that you admire about the other person?

FROCENIR:

RE— 1. SERFANBERUREN, HEREXNIE: FERKMNHFH—KREFA?



[01:22:48] Aishwarya Naresh Reganti
English:

| think with Kiriti, he's pretty calm and very grounded and he's always been my sounding board. | can
throw a ton of ideas at him and he always comes up with, he's able to anticipate the kind of issues that
might land into. And he's extremely kind and lets his work speak instead of actually doing a lot of talking,
| guess. But if | had to pick one, | think he's the most incredible husband.

FRZERIE:

KT Kiriti, fiFELFREMEIM, —ERHXM “HIBR" . HATURMMETHRE, thEaERREIRTEE
AR, IEFER, LTERRRE, MARSTHK. BUNRERE—T, FIANBE—TFIRNS
X Ko

[01:23:20] Lenny Rachitsky
English:

Reveal. Little did people know.

R EE:

KiGH, KR ZBIEARIE,

[01:23:25] Aishwarya Naresh Reganti

English:

We've been married for four years and been the most beautiful four years of my life.
R EIE:

BANEBENET, XEREGPREFHNEE,

[01:23:31] Lenny Rachitsky
English:

Wow. Okay. How do you follow that?
R EE:

B, ¥, XIMXEAE?

[01:23:34] Kiriti Badam
English:

Yeah, it's super hard to follow that. | would say | am extremely privileged in terms of working with really
smart people in great companies in the Silicon Valley. And | feel the unique thing that stands with
Aishwarya across like any other smart folks I've worked on is she has this really amazing knack of
teaching and explaining something in a very understandable and easy to comprehend way. And that
combined with persistence is super useful, especially in this fast-moving Al world that we are in the sense
that there's so many new things coming up. It feels overwhelming, but when | hear her talk about, this is



how you make sense of this entire thing, this is where it plugs in. | feel like, oh, that is so simple. | can also
do that. So she empowers a lot of people by simplifying things and explaining things in the most
understandable way.

(01:24:25):
So | feel that is an incredible quality.
R EIE:

R, XWERRER ZBY, EEESN-—ARRATNSXAZERAHRE, RBRIFERE. ARERT
Aishwarya S A BRI EMISEAAELL, RBFHN—KRB2HE—MIRANXE, gEU—MHFEZE. 5TE
BOAIKRBFNBRESEY. IMENESHNER, FENRELXEN A ERPILEEGR. MFMELS
55, ILAREIRHPAHE, BERAHHE “XMIMOMERESHSE, XMBRENTIAR” B, KRS
R, ERXAER, FWER" EIECENHURZENSNERE, BT TRZANE

(01:24:25):

HEFXE—M T FEN M.

[01:24:27] Lenny Rachitsky
English:

Amazing. How sweet. | got to do this all the time. | need more guest to do it. That was great. Okay. Final
questions. Where can folks find stuff that you're working on, find you online, share your course link, and

then just how can listeners be useful to you?
R EE:

XiET, BMib. BUETEEXAR, RBEEZREXAM. KB T. &, RENRE: KKAUER
BHEREEMIER? EMWEXERNT? PE—TIRNERIERER, UNIAARB AN ER(]?

[01:24:41] Aishwarya Naresh Reganti
English:

| write a lot on LinkedIn. So if you want to listen to pragmatists who've been in the weeds, working on Al
products and what they're seeing, you can follow my work. We also have a GitHub repository with about
20K stars, and that repository is all about good resources for learning Al. It's completely free. And if you
like what we spoke today, we also run a super popular course. We leave a link to it on building enterprise
Al products. And the course is a lot about unlearning mindsets and following a problem-first approach
instead of a tool-first or a hype-first approach. So you can check that out as well. And if you don't want to
do the course, we write a lot, we give out a lot of free resources, we have free sessions, so make sure you

follow our work.
RSz ERIE:

7 LinkedIin EETRZ AR, IRIFAAIFIAIBLEE—LANE Al =RSEENILE, FTUXER. BIIES
—MRBYN 2 HER GitHub €F, EE2EFI AINRRER, TR, MRFEERFKNSRKE, K
&g T —IFERZWDAIRE, XTFHEELE A F=m, RIISBETHEE, XMNREFEEXTITRIAR
4, B “PEALT M “TAEML = REMK” NFZE. RMIEAUEES, WRMAE LR, i)
WETREXE, RHREEFFZFNMRERE, BSYBXEHNDE.



[01:25:27] Kiriti Badam
English:

Yeah, | would also add that you can also find me on LinkedIn. | don't write a lot, | guess, but I'm super all
excited to just talk to any complex product that you're building. And if you have thoughts on how you can
use coding agents to make your life better or however the problems that you're seeing, always my DMs
are open and we can have a great discussion.

FRZERIE:

R, FBHFT—T, fRBAEILIE Linkedin E3EIFH. HEFAZ, ERIFERTINEMETWENERNE
e WMIRIRITNAIERRZE AN ELEZERE, NEMREINREE LA, KN EHEEHA, &
IR LU TRNITIE,

[01:25:47] Lenny Rachitsky

English:

Awesome. Well, Kiriti and Ash, thank you so much for being here.
R EE:

KiET o Kiriti M1 Ash, IFRERBMRITREIXE,

[01:25:52] Kiriti Badam
English:

Thank you so much.
FRCERIE:

IFE Rt

[01:25:53] Aishwarya Naresh Reganti
English:

Thank you, Lenny. This was so much fun.

R EE:

BHAMR, Lenny, XRIKIEIFE iR,

[01:25:54] Lenny Rachitsky
English:

So much fun. Bye, everyone.
(01:25:58):

Thank you so much for listening. If you found this valuable, you can subscribe to the show on Apple
Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a rating or leaving a review



as that really helps other listeners find the podcast. You can find all past episodes or learn more about the
show at lennyspodcast.com. See you in the next episode.

FhCERIE:
ERMIR. KKE W,
(01:25:58):

RS ARBIURIT. WMRIFTEEBAEGNE, AJLUE Apple Podcasts. Spotify Si{REIRAIIBEN B LiTiH7s
TH. o, BEERAKINMNTLHIBTITIL, XERAMBEHEMARLINXINERT. R LT
lennyspodcast.com X EIFIEFHATER THREZER. THTEEW.



