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(00:00:00) Lenny Rachitsky
English:

You lead work on Codex.

R EE:

{RA 33 Codex KT T 1E,

(00:00:01) Alexander Embiricos
English:

Codex is OpenAl's coding agent. We think of Codex as just the beginning of a software engineering
teammate. It's a bit like this really smart intern that refuses to read Slack, doesn't check Datadog unless
you ask it to.

FRCERIR:

Codex & OpenAl IRTZEHEIR (coding agent) . F{1IAA Codex (NXEBHHITIE “hK” HW— 1 FHik. ©
BRGBMIREERRA, BIE4E Slack JBE, FRIFFRERBTN4LARENEZE Datadog (MITTH) ML 4,

(00:00:12) Lenny Rachitsky
English:

| remember Karpathy tweeted the gnarliest bugs that he runs into that he just spends hours trying to
figure out nothing else has solved, he gives it to Codex, lets it run for an hour and it solves it.

AR ERIE:

F1c1F Karpathy R H#X, MBEIE—L&ERFR bug, ETH/LMNRZRBR, AREMEETFT
%, EEMBEEELS Codex, LEBIT VN, SREENBRT

(00:00:21) Alexander Embiricos

English:



Starting to see glimpses of the future where we're actually starting to have Codex be on call for its own
training. Codex writes a lot of the code that helps manage its training run, the key infrastructure. So we
have a Codex code review that's catching a lot of mistakes. It's actually caught some pretty interesting
configuration mistakes. One of the most mind-blowing examples of acceleration, the Sora Android app,
like a fully new app, we built it in 18 days and then 10 days later, so 28 days total, we went to the pubilic.

FROCERIR:

BINELFIBHENARKN—FH: Codex EEABNERACHIIGIRE B (oncal), Codex 5T RER
FEEHIIZKEITIN, thmEBEXBIEMILE, FiTEL Codex #ITHBHEE, CHRETRSH
%, BEERUT —EFEEBHEERIR. XTUXEA, RTABRBNFIFZ—2 Sora NLENVA—XZE
— M8 App, BEIMXAE 18 XRMFTH THAL, 10XE (Bit 28 X) MEXAARKZH T

(00:00:45) Lenny Rachitsky
English:

How do you think you win in this space?
FRCEE:

RIANATEX N USUER 7 BERELH?

(00:00:47) Alexander Embiricos
English:

One of our major goals with Codex is to get to proactivity. If we're going to build a super system, has to be
able to do things. One of the learnings over the past year is that for models to do stuff, they're much more
effective when they can use a computer. It turns out the best way for models to use computers is simply
to write code. And so we're kind of getting to this idea where if you want to build any agent, maybe you
should be building a coding agent.

FRCERIR:

Codex WEEBmZ—REM “Foht” . MRFKNEWB—NBRRSR, EUTEAERITEN. TE—FH
SIHIFREN], REBHRITES, NREERRFER, WXZIETSZ. MEXNIA, RERFERNRES
AMERE U5 FRABATEMAZAL T — MR MNRREWEREMRENERRE (agent), BIFIRERNIZ
WE—RIZE e lfo

(00:01:04) Lenny Rachitsky
English:

When you think about progress on Codex, | imagine you have a bunch of evals and there's all these public
benchmarks.

FROCERIR:
YIRBZE Codex FUHRRY, FIFIR—EB LMK (evals) MEFAFEIEEN R,

(00:01:10) Alexander Embiricos

English:



A few of us are constantly on Reddit. There's praise up there and there's a lot of complaints. What we can
do is as a product team just try to always think about how are we building a tool so that it feels like we're
maximally accelerating people rather than building a tool that makes it more unclear what you should do
as the human?

FRCERIR:

FHAEAMNE LN AL EE Reddit. BEERBEHEZBERZIES. (FAFREI, RIEMBMERZRE: &K
g —1ITA, IEAMNRRENERFETRAMEEA, MABWE—MLEANALRRERTEZM
4TI R?

(00:01:24) Lenny Rachitsky

English:

Being at OpenAl, | can't not ask about how far you think we are from AGI.
R EIE:

BESAPRTE OpenAl, FAEERIR): RIEFHATE AGI (BRALIER) TEZIT?

(00:01:28) Alexander Embiricos

English:

The current underappreciated limiting factor is literally human typing speed or human multitasking
speed.

R EE:

BRI —MRRERRFIER, EEMEALNITFERERE ALLIESESHIERE,

(00:01:35) Lenny Rachitsky
English:

Today, my guest is Alexander Embiricos, product lead for Codex, OpenAl's incredibly popular and
powerful coding agent. In the words of Nick Turley, head of ChatGPT and former podcast guest, "Alex is
one of my all time favorite humans I've ever worked with, and bringing him and his company into OpenAl
ended up being one of the best decisions we've ever made." Similarly, Kevin Weil, OpenAl's CPO, said,
"Alex is simply the best."

FROCERIR:

SR ERRE Alexander Embiricos, 12 OpenAl &3l HI8ER ARIRIZE BEIR Codex U= mM T Ao
FA ChatGPT falR A. @A EEHIEE Nick Turley BIIEFRIR:  “Alex RREEIHNREMPAZ—, 1Bfth
MBI QA F i OpenAl EHANMMEWRIERIVREZ—,.” B, OpenAl WEEF~ME Kevin Weil t1iFH
i “Alex BIEEREN.”

(00:01:59) Lenny Rachitsky

English:



In our conversation, we chat about what it's truly like to build product at OpenAl, how Codex allowed the
Sora team to ship the Sora app, which became the number one app in the app store in under one month.
Also, the 20x growth Codex is seeing right now and what they did to make it so good at coding, why his
team is now focused on making it easier to review code, not just write code, his AGI timelines, his
thoughts on when Al agents will actually be really useful, and so much more. A huge thank you to Ed
Bayes, Nick Turley, and Dennis Yang for suggesting topics for this conversation. If you enjoy this podcast,
don't forget to subscribe and follow it in your favorite podcasting app or YouTube. And if you become an
annual subscriber of my newsletter, you get a year free of 19 incredible products... Head on over to
lennysnewsletter.com and click Product Pass.

AR ERIE:

BN FTIER, FHATWET 7E OpenAl = RREEMH AL, Codex EUNAIEER) Sora EIAEREI—
B4 Sora App HEEETNN AEEHEEN. LI, FITEITIET Codex BRIIELMAY 20 H1EK, UKkt
MTATILEWMEBKERZFMBINE T, ITAMNEMRREZETLABEE (MUXERE) TEER5,;
HY AGI Bt gl 2% ; fi3d Al BeEMAINBEE EZBLANEZE, FF, IFF R Ed Bayes. Nick Turley I
Dennis Yang AZRIHERERNERRIN. NRIFERXMER, 5ISTEMAD YouTube EiTiR. SNRIRAK
ABRNEBANEEITRE, MERERE 19 REB~RI—FEAN------157R lennysnewsletter.com 3
&= Product Pass,

(00:02:55) Lenny Rachitsky

English:

With that, | bring you Alexander Embiricos, after a short word from our sponsors.
FROCERIR:

EIRERENERENAE, LFHITELIND Alexander Embiricos.

(00:03:00) Lenny Rachitsky (Sponsor: WorkOS)
English:

Here's a puzzle for you. What do OpenAl, Cursor, Perplexity, Vercel, Plaid, and hundreds of other winning
companies have in common? The answer is they're all powered by today's sponsor, WorkOS. If you're
building software for enterprises, you've probably felt the pain of integrating single sign-on, SCIM, RBAC,
audit logs, and other features required by big customers. WorkOS turns those deal blockers into drop-in
APIs with a modern developer platform built specifically for B2B SaaS. Whether you're a seed stage
startup trying to land your first enterprise customer or a unicorn expanding globally, WorkOS is the
fastest path to becoming enterprise ready and unlocking growth. They're essentially Stripe for enterprise
features. Visit workos.com to get started or just hit up their Slack support where they have real engineers
in there who answer your questions super fast. WorkOS allows you to build like the best, with delightful
APIs, comprehensive docs and a smooth developer experience. Go to workos.com to make your app
enterprise ready today.

FROCERIR:

AIRE— M, OpenAl. Cursor. Perplexity. Vercel. Plaid URBBREMRIIMNATNEALERSR? &
RE: ENEHBESKRIZEEE Work0S IRt 21, MRMREEATIHERYE, RAUERZIIERERER
(SSO). SCIM. RBAC (BETFmemiAnizs]). HEitHEURKEF ERNEMINGERNEE. Work0S XL
R RIS AL T BMEENAR API, HIREEE(74 B2B SaaS MIBMIIKALAFE. TIFEREZ TE—
BRI FEYE AR, FREESKY KIIHAE, Work0S #BR2 LI R M4 HBRHIE K RIREEZ,



ENABR EREWRINGERN “Stripe” o 48] workos.com FFIAER, HEERBKAMIIM Slack 2, HE
BRENTIRINZ VEEEMREAE Work0S ILREEGRTIR AT —1FMEm, B ARMNE AP 1FREY
XAEFRNF &K, S KR ZE workos.com IHRBIN AR & B REESIIE,

(00:04:01) Lenny Rachitsky (Sponsor: Fin)
English:

This episode is brought to you by Fin, the number one Al agent for customer service. If your customer
support tickets are piling up, then you need Fin. Fin is the highest performing Al agent on the market with
a 65% average resolution rate. Fin resolves even the most complex customer queries. No other Al agent
performs better. In head to head bake offs with competitors, Fin wins every time. Yes, switching to a new
tool can be scary, but Fin works on any help desk with no migration needed, which means you don't have
to overhaul your current system or deal with delays in service for your customers. And Fin is trusted by
over 6,000 customer service leaders and top companies like Anthropic, Shutterstock, Synthesia, Clay,
Vanta, Lovable, Monday.com and more. And because Fin is powered by the Fin Al Engine, which is a
continuously improving system that allows you to analyze, train, test, and deploy with ease, Fin can
continuously improve your results too. So if you're ready to transform your customer service and scale
your support, give Fin a try for only 99 cents per resolution. Plus Fin comes with a 90-day money back
guarantee. Find out how Fin can work for your team at fin.ai/Lenny. That's fin.ai/lenny.

FROCERIR:

KAETHR Fin 18R, ERHZE—NEMR A S, MRMFOFRIPHERWL, BAIREE Fin, Fin
S EHRERIRA Al EHER, FIBRIEIR 65%. Fin EEREMARRERNETFZE, REHM A FEEAR
MEEF, TS5REFNFHNEDREF, Fin XML, B0, BRAITATESARIE, B Fin AIUERE
mIAR5SE (help desk) LiE17, BHRIH, XEREMARTEYVRBERNERS, UARIULBTFEBRSLE
iR, Fin R% 6,000 % & &R EE UM Anthropic. Shutterstock. Synthesia. Clay. Vanta. Lovable.
Monday.com ETNR AT HEHi. BHTF Fin H Fin Al 5|ZIR5h (XR—MFEBUENRS, ILIREERER I,
Mk, MAFEEE) , Fin WEEFFEIRAMAN SR, MRINEFFHRER R BZFHE, Rt Fin,
BRARR(NGE 99 57, Lb4h, Fin FiEMH 90 RKiIBFRRIE. 1518 fin.ai/Lenny T #& Fin d{A ARV FPABRSS -

(00:05:14) Lenny Rachitsky

English:

Alexander, thank you so much for being here and welcome to the podcast.
FERiE:

Alexander, JFERKSIREENR, IOEKEIAFEE,

(00:05:18) Alexander Embiricos

English:

Thank you so much. I've been following for ages and I'm excited to be here.
R EE:

RS, HRXEMRAT, BEHEERIIXE,



(00:05:21) Lenny Rachitsky
English:

I'm even more excited. | really appreciate that. | want to start with your time at OpenAl. So you joined
OpenAl about a year ago. Before that, you had your own startup for about five years. Before that, you
were a product manager at Dropbox. | imagine OpenAl is very different from every other place you've
worked. Let me just ask you this, what is most different about how OpenAl operates and what's
something that you've learned there that you think you're going to take with you wherever you go,

assuming you ever leave?

AR ERIE:

HEME, FERG. FHEMIRTE OpenAl BSFEHIEE, fRARL—EFRINMA OpenAl, EARZEIREE T AFH
eI A\, BZAEIRE Dropbox B~ m#&IE, FIF OpenAl SR TEIRIE MM B EHARER. FKAW,
OpenAl WIEEA BRI ARHA? (REBEFE THA, RIMANTRUEER (RigMEBEHHIIE)
HoHER?

(00:05:49) Alexander Embiricos
English:

By far, | would say the speed and ambition of working at OpenAl are just dramatically more than what |
can imagine. And | guess it's kind of an embarrassing thing to say because everyone who's a startup
founder thinks like, "Oh yeah, my startup moves super fast and the talent bar is super high and we're
super ambitious." But I have to say, working in OpenAl just made me reimagine what that even means.

FROCERIR:

B EAIMLE, HRWE OpenAl TEMZEREME CEETBRNER, RXIEATEERIER, AASMIEIA
BRI ABSDR: B, RNQBWF R, AATIERES, FNFOH.” EFHLIME, £ OpenAl TIF
IERERENX T XS Mo

(00:06:11) Lenny Rachitsky
English:

We hear this a lot about feels like every Al company is just like, "Oh my God, | can't believe how fast
they're moving." Is there an example of just like, "Wow, that wouldn't have happened this quickly
anywhere else"?

FROCERIR:

HNEBIRFXMYE, BUESKA QBEZ "KW, FEAEGHINESEXAR" . BRETARFILIRER
IE, XERIRENRATEXAREE” ?

(00:06:20) Alexander Embiricos
English:

The most obvious thing that comes to mind is just the explosive growth of Codex itself. | think it's a while
since we bumped our external number, but it's like the 10x-ing of Codex's scale was just super fast in a
matter of months and it's well more since then. And once you've lived through that, or at least speaking



for myself, having lived through that now, | feel like anytime I'm going to spend my time on building tech
product, there's that speed and scale that | now need to meet.

(00:06:52):

If 1 think of what | was doing in my startup, it moved way slower and there's always this balance with
startups of how much do you commit to an idea that you have versus find out that it's not working and
then pivot. But | think one thing I've realized at OpenAl is the amount of impact that we can have and, in
fact, need to have to do a good job is so high that | have to be way more ruthless with how | spend my

time now.
RS ERIE:

s FIMHRAENEIFMZ Codex THRBANIE K, BAINBE—RIIEIXEMMNIAHILET,
{8 Codex ARLI 10 FEKIAMTIERE/LNA, MPZEEKFESZ, —BEMEZHIXMERE —E=DWHK
M=, WELHIZE—HREBURTICHARMEF AR m, FREBGITUARX TR EMER,

(00:06:52):

ERHENE QBEHE, HEREIEESZ, MLIRARSRE “W—MRERAZLD” M “RUTFERRE”
28 3. {B7E OpenAl HFIRE, FHNEEFENTMA (FLLEENTHF LIECI=ERFMST)
BUEER, UETFTHRIELIN B CNADERBEIZERFEM RBLRE -

(00:07:15) Lenny Rachitsky
English:

Before we get to Codex, is there a way that they've structured the org or, | don't know, the way that
OpenAl operates that allows the team to move this quickly? Because everyone wants to move super fast. |
imagine there's a structural approach to allowing this to happen.

AR ERIE:

7EHP Codex Z /i, OpenAl WAREMHEEZEANBMHAEHIZL, BILHEMBEXARIE? FAE AL
BR, BIR—EERMEMERNTG EAESRE,.

(00:07:29) Alexander Embiricos
English:

| mean, so one thing is just the technology that we're building with has just transformed so many things
from both how we build, but also what kinds of things we can enable for users. And we spend most of our
time talking about the sort of improvements within the foundation models, but | believe that even if we
had no more progress today with models, which is absolutely not the case, but even if we had no more
progress, we are way behind on product. There's so much more product to build. So | think just the
moment is ripe, if that makes sense.

(00:08:01):

But | think there's a lot of counterintuitive things that surprised me when | arrived as far as how things are
structured. One example that comes to mind is when | was working on my startup and before that, when |
was at Dropbox, it was very important, especially as a PM to always rally the ship and it was like make
sure you're pointed in the right direction and then you can accelerate in that direction. But here, | think
because we don't exactly know what capabilities will even come up soon and we don't know what's
going to work technically, and then we also don't know what's going to land even if it works technically,



it's much more important for us to be very humble and learn a lot more empirically and just try things
quickly. And the org is set up in that way to be incredibly bottoms up.

(00:08:45):

This is, again, one of those things that, as you were saying, everyone wants to move fast. | think everyone
likes to say that they're bottoms up, or at least a lot of people do, but OpenAl is truly, truly bottoms up.
And that's been a learning experience for me that now it'll be interesting if | ever work at... | don't think
it'll even make sense to work at a non-Al company in the future. | don't even know what that means. But if
| were to imagine it or go back in time, | think | would run things totally new.

FROCERIR:

B, RIVFMERNEATEMRETIFZER, SFRNMNEESRINAR, UKRENEEN B IREINEE,
RITAKEZ D EIEEITICEMIEE (foundation models) BIZ#H, BFKABE, EMEEEMNSKEFREHS
(HAELHIEML) , BNEFREEURALIEEG, BB AZNF=RESENE. FIURRESFIERN
BT o

(00:08:01):

BEAREWSE, ENFXENBIHELZRETNERIZET. LLUERMYILI QAT HIE Dropbox BY,
APM, REENEFEER “BREMRA” , BEARBEBERNABRE, ABREXNARELMNRER, B1E
OpenAl, RAENTHARHIIFERRSHIMAAFEESN, FHERA LHATEE, BEEFHERATSEG
AFRREEW, FrEIRE, FE5EE). EZNEBEERFIHNRSHATHEER S, BNMALEME
REAREMEN “BTmL” (bottoms up).

(00:08:45):

EXZIRMAKBARNEEF —E8TABER, SPIABLERBSE “BTFML" 89, {8 OpenAl 2EH.
MIRMB T L. XNERHAZ—RRZNFEIZR. WRUEHRE - EEREF[RRE—RIEAI ABILIE
BEREXT, BEETNERZEKRET 2. BURIUEKEEXEZERTET-LEEE, FERIKINTERE
B9 o

(00:09:10) Lenny Rachitsky
English:

What I'm hearing is this ready, fire, aim is the approach more than ready, aim, fire. And there's something,
and as you process that, because that may not come across well, but | actually have heard this a lot at Al
companies is because you don't know, and Nick Turley shared | think the same sentiment, because you
don't know how people will use it it doesn't make sense to spend a lot of time making it perfect. It's
better to just get it out there in a primordial way, see how people use it, and then go big on that use case.

FRZERIE:

HITERXEGRE HEF. FA BE , MARERAN “EH. B FA” . SMEEX—RE (BRX
IFEERAJRER A NEN) , HHASEERS Al ARREIF LML, EARFNERFSEAHAE (Nick Turley
HWRETEMBIMR) , FIUEAENEIEEMSTERLREEXNN, BIFHIMERU—MRIGHRTEEHE L
=, MBMIVELR, AREBRTIALRERAN.

(00:09:39) Alexander Embiricos

English:



Yeah. Okay, to use this analogy a little bit, | feel like there is an aim component, but the aim component is
much fuzzier. It's kind of like, roughly what do we think can happen? Someone I've learned a ton from
working here is a research lead, and he likes to say that at OpenAl, we can have really good conversations
about something that's a year plus from now, and there's a lot of ambiguity in what will happen, but
that's a right sort of timeline. And then we can have really good conversations about what's happening in
low months or weeks. But there's this awkward middle ground, which was as you start approaching a
year, but you're not at a year where it's very difficult to reason about, right?

(00:10:18):

And so as far as aiming, | think we want to know, "Okay, what are some of the futures that we're trying to
build towards?" And a lot of the problems we're dealing with in Al, such as alignment are problems you
need to be thinking out really far out into the future. So we're kind of aiming fuzzily there, but when it
comes down to the more tactically like, "Oh yeah, what product will we build and therefore how will
people use that product?” That's the place where we're much more like, "Let's find out empirically."

FRCERIR:

T, AAXALER, HEFHEE WA NS, EXTERERMGEZ. KEME: RIPANKBEA
EFHA? REXEMN—(HREES LFEITRS, BN, 7 OpenAl, FHTAILIRFMIVIE—FZLUER
=16, BRERSTHEN, EREEENHEEE, HITEAIURFMITERRLBH/LIERLKENE,
BE—EnphEE, eI MBI —FEELE —FRE, ARIFEIELIHEERT,

(00:10:18):

FRUATE “BeE” 75mE, AVEME: “BAIBZSHUBORKERZMHA? 7 Al JURBRZEE, ELinxF
(alignment) , MFEMBEFEBKIT. FrUFNTERREHITIEMBVEEE, B REIRERSERRE, L
n “BNEWRAAF@, AMEELRE” , AXEMBGRNEMRT “EIRBRELRR .

(00:10:41) Lenny Rachitsky
English:

That's a good way of putting it. Something else that when people hear this, people sometimes hear
companies like yours saying, "Okay, we're going to be bottoms up. We're going to try a bunch of stuff.
We're not going to have exactly a plan of where it's going in the next few months." The key is you all hire
the best people in the world. And so that feels like a really key ingredient in order to be this successful at

bottoms up work.
FRERIE:
XPMFERE . BE—=, SAMNAREGMRNIXFNARN “RMNEBE ™ML, FMNESIR—HRA, KX

RARIVPAKEHIR” B, XBETHRMNEANZEHR LRAFHAL XMFEXHH “BTFML” ER
REENIS BRI R BE R,

(00:11:02) Alexander Embiricos
English:

It just super resonates with me. | was just, again, surprised or even shocked when | arrived at the level of
individual drive and autonomy that everyone here has. So | think the way that OpenAl runs, you can't
read this or listen to a podcast and be like, "I'm just going to deploy this to my company." Maybe this is a
harsh thing to say, but | think very few companies have the talent caliber to be able to do that. So it might
need to be adjusted if you were going to implement this.



AR ERIE:

XitHIAFEEHG, HNEXEN, BXRENANTARDAMEEMRER. FrAFTES OpenAl BNIE(E
AR, MARRABRENEHAAEZTRR REEERNQERTXE” . XIETRERE, BRINARD
BREABRESEIMIENNAT K&, FrLUNRIFEESE, AJEREEITHR,

(00:11:34) Lenny Rachitsky
English:

Okay. So let's talk Codex. You lead work on Codex. How's Codex going? What numbers can you share? Is
there anything you can share there? Also, just not everyone knows exactly what Codex is, explain what
Codexis.

AR ERIE:

4%, BBFLATHIEN Codex, fRfA5T Codex BIL{F, Codex #HEUME? BHAMIERILINDZE? Bih, HAZEME
A#EHYIRNE Codex B4, BHERE—T,

(00:11:45) Alexander Embiricos
English:

Totally, yeah. So | had the very lucky job of living in the future and leading products on Codex. And Codex
is OpenAl's coding agent. So super concretely, that means it's an IDE extension, a VS code extension that
you can install or a terminal tool that you can install. And when you do so, you can then basically pair
with Codex to answer questions about code, write code, run tests, execute code, and do a bunch of the
work in that thick middle section of the software development lifecycle, which is all about writing code
that you're going to get into production.

(00:12:21):

More broadly, we think of Codex as what it currently is just the beginning of a software engineering
teammate. So when we use a big word like teammate, some of the things we're imagining are that it's not
only able to write code, but actually it participates early on in the ideation and planning phases of writing
software and then further downstream in terms of validation, deploying and maintaining code.

(00:12:46):

To make that a little more fun, one thing I like to imagine is if you think of what Codex is today, it's a bit
like this really smart intern that refuses to read Slack and doesn't check Datadog or Century unless you
ask it to. And so no matter how smart it is, how much are you going to trust it to write code without you
also working with it? So that's how people use it mostly today is they pair with it. But we want to get to
the point where it can work just like a new intern that you hire, you don't only ask them to write code, but
you ask them to participate across the cycle. So you know that even if they don't get something right the
first try, they're eventually going to be able to iterate their rate there.

FROCERIR:

i, HEFITEE “EIEERRK HWMT Codex W=RI{E, Codex & OpenAl H4RIZE BEIR, BARIR,
ER—™MRAULERN IDET B (Lbil VS Code $&EfF) , HEBER—IMEWBI A, T¥E, RIS Codex
“G3” , ILEREABERE. ERE. BT RITRE, FERREFAEGABRPIRNEENFEIR
T—HRERS ERNEFIFIENRE,

(00:12:21):



Bz, HATANIAER Codex RZMHA TR K" BI— PR, SFRNER “E" XMKIENY, 3K
MEKNEBERNESRES, TEERGFRNFHABNHRMERSSHE, HETIRHHOWIE. SEMLER
SR &IZEER.

(00:12:46):

ATURXMEREEB—=: MRIFFESKH Codex, ERFREGBMIEIEAEBEARE Slack. FRIFRIUESN
7% Datadog 5 Sentry (fHIRISETR) BLS%, FAUTILEZEER, IRFRE—RIE, REESKIE
ELEEESHRE? XMBEATASKRAEERME “EX" £H. BRNFERIXFE—ITNEK: EMR
BIREAHRIE—F, MANERMNENRE, TERMNNSEBIRE. MEEREMIE XM
X, RAMEESEREEIBT.

(00:13:21) Lenny Rachitsky
English:

| thought the point about not reading Slack and Datadog was it's just not distracted, it's just constantly
focused and is always in flow. But | get what you're saying there is it doesn't have all the context on
everything that's going on.

FROCERIR:

FHNAEAAIRREARF Slack Ml Datadog BN T A0, MBEARFFLTEMOFIREE. BHABMFRHER
7, ERRZWEALKENERNEEERESR (context),

(00:13:31) Alexander Embiricos
English:

Yeah. And that's not only true when it's performing a task, but again, if you think of the best team and
teammates, you don't tell them what to do. Maybe when you first hire them, you have a couple meetings
and you're like, "Hey," you learn, "Okay, these prompts work for this teammate, these prompts don't.
This is how to communicate with this person." Then eventually you give them some starter tasks, you
delegate a few tasks. But then eventually you just say like, "Hey, great. Okay, you're working with this set
of people in this area of the code base. Feel free to work with other people on other parts of the code base
too, even. And yeah, you tell me what you think makes sense to be done." And so we think of this as
proactivity and one of our major goals with Codex is to get to proactivity.

(00:14:09):

| think this is critically important to achieve the mission of OpenAl, which is to deliver the benefits of AGI
to all humanity. | like to joke today that Al products, and it's a half joke, they're actually really hard to use
because you have to be very thoughtful about when it could help you. And if you're not prompting a
model to help you, it's probably not helping you at that time. And if you think of how many times the
average user is prompting Al today, it's probably tens of times. But if you think of how many times people
could actually get benefit from a really intelligent entity, it's thousands of times per day. And so a large
part of our goal with Codex is to figure out what is the shape of an actual teammate agent that is helpful
by default.

FRCERIR:
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(00:14:09):
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(00:14:54) Lenny Rachitsky

English:

When you think about Cursor and even Cloud Code, it's like a IDE that helps you code and auto completes
code and maybe does some agentic work. What I'm hearing here is the vision is different, which is it's a
teammate. It's like a remote teammate, a building code for you that you talk to and ask to do things. And

that also does IDE, auto complete and things like that. Is that a kind of a differentiator in the way you
think about Codex?

AR ERIE:
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(00:15:18) Alexander Embiricos
English:

It's basically this idea that if you're a developer and you're trying to get something done, we want you to
just feel like you have superpowers and you're able to move much, much faster. But we don't think that in
order for you to reap those benefits, you need to be sitting there constantly thinking about, "How can |
invoke Al at this point to do this thing?" We want you to be able to plug it in to the way that you work and
have it just start to do stuff without you having to think about it.

AR ERIE:

BEAIMEXTREL: NRFRR—BALE, BEREAS, RNFBMBEECHE THEE, €I’ET
Ro BIEATRIAA, ATREXLELFR, ROTLER) | AEHE:  “RMEIZEAFRE AR GE? ”
NHLMRERCENRNIERE, LEEMARTERZNER TRAKREE.

(00:15:44) Lenny Rachitsky
English:

Okay. | have a lot of questions along those lines, but just how's it going? Is there any stats, any numbers
you can share about how Codex is doing?

AR ERIE:
BHE, *XFXLERERZMNE, BhmEER: Codex RIMUNME? BHAGITHEIERKFE A LUHZ=0Z?



(00:15:49) Alexander Embiricos
English:

Yeah, Codex has been growing absolutely explosively since the launch of GPT-5 back in August. There's
definitely some interesting product insights to talk about as to how we unlock that growth, if you're
interested. But again, the last stat we shared there was we were well over 10x since August. In fact, it's
been 20x since then. Also, the Codex models are serving many trillions of tokens a week now, and it's
basically our most served coding model. One of the really cool things that we've seen is that the way that
we decided to set up the Codex team was to build a really tightly integrated product and research team
that are iterating on the model and the harness together. And it turns out that lets you just do a lot more
and try many more experiments as to how these things will work together.

(00:16:35):

And so we were just training these models for use in our first party harness that we were very opinionated
about. And then what we've started to see more recently actually is that other major API coding
customers are now starting to adopt these models as well. And so we've reached a point where actually
the Codex model is the most served coding model in the API as well.

AR ERIE:
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ENRMNRARATEERN. HHEBIIRITHREFNIFRFEAMIIGXERE, EREHNLN, HEEN
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(00:16:55) Lenny Rachitsky
English:

You hinted at this, what unlocked this growth, I'm extremely interested in hearing that. It felt like before, |
don't know, maybe this was before you joined the team, it just felt like Cloud Code was killing it. Just
everyone was sitting on top of Cloud Code. It was by far the best way to code. And then all of a sudden
Codex comes around. | remember Karpathy tweeted that he just has never seen a model like this. | think
the tweet was the gnarliest bugs that he runs into that he just spends hours trying to figure out nothing

else has solved, he gives it to Codex, lets it run for an hour and it solves it. What'd you guys do?
FRZERiE:

MNABRTX—R, RIFFRAARTAFRTXMIERK, BIEUFT (BIFZERMARZAE), Cloud
Code XIFIFFLE, EMABERE, ERVINKRHFHEETN. AFRAME Codex HIMT . FKicTF
Karpathy Rt M R LT XFRIEE, ENXARRE: MEZINSRMFN bug, E/VNREBRART, E4
Codex BE—/NEIFARERT o fRINZIRM T 42

(00:17:30) Alexander Embiricos



English:

We have this strong sort of mission here at OpenAl basically to build AGI. And so we think a lot about how
can we shape the product so that it can scale. Earlier | was mentioning like, "Hey, if you're an engineer,
you should be getting help from Al thousands of times per day," and so we thought a lot about the
primitives for that when we launched our first version of Codex, which was Codex Cloud. And that was
basically a product that had its own computer, lived in the cloud, you could delegate to it. And the coolest
part about that is you could run many, many tasks in parallel. But some of the challenges that we saw are
that it's a little bit harder to set that up, both in terms of environment configuration, like giving the model
the tools it needs to validate its changes and to learn how to prompt in that way.

(00:18:20):

My analogy for this is, going back to this teammate analogy, it's like if you hired a teammate, but you're
never allowed to get on a call with them and you can only go back and forth asynchronously over time.
That works for some teammates and eventually that's actually how you want to spend most of your time.
So that's still the future, but it's hard to initially adopt. And so we still have that vision of like, that's what
we're trying to get you to, a teammate that you delegate to and then is proactive, and we're seeing that
growing. But the key unlock is actually first you need to land with users in a way that's much more
intuitive and trivial to get value from.

(00:18:54):

So the way that most people discover, the vast majority of users discover Codex today is either they
download an IDE extension or they run it in their CLI and the agent works there with you on your
computer interactively. And it works within a sandbox, which is actually a really cool piece of tech to help
that be safe and secure, but it has access to all those dependencies. So if the agent needs to do
something, it needs to run a command, it can do so within the sandbox. We don't have to set up any
environment. And if it's a command that doesn't work in the sandbox, it can just ask you. And so you can
get into this really strong feedback loop using the model. And then over time, our team's job is to help
turn that feedback loop into you as a byproduct of using the product, configuring it so that you can then
be delegating to it down the line.

(00:19:38):

And again, analogy, keep coming back to it, but if you hire a teammate and you ask them to do work, but
you just give them a fresh computer from the store, it's going to be hard for them to do their job. But if as
you work with them side by side, you could be like, "Oh, you don't have a password for this service we
use, here's the password for this service. Yeah, don't worry, feel free to run this command," then it's much
easier for them to then go off and do work for hours without you.

FRCERIR:
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(00:18:54):

FRASRERZHMAF R Codex WARZE: BEATHIDEY R, BATECL (88917) HiatT, EHeAmME
RNBR ESRRZE, EE—NDH (sandbox) HIETT, XR—UHFEEMKRA, EHRE2, FENEEES
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(00:19:38):
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(00:20:01) Lenny Rachitsky
English:

So what I'm hearing is the initial version of Codex was almost too far in the future. It's like a remote in the
cloud agent that's coding for you asynchronously. And what you did is, "Okay, let's actually come back a
little bit, let's integrate into the way engineers already integrate into IDs and locally and help them on
ramp to this new world,"

FROCERIR:

FRIAFRIA TR, Codex IERAIRA/LFRERI T, EGR— I IREIZEE A, FRIMAMRENRED. MIR(]
ByZ: 9, LFAEER—=, SREITREMIAR IDE M4 TIERS, BT RERIX N
TR

(00:20:21) Alexander Embiricos
English:

Totally. And it was quite interesting because we dogfood product a ton at OpenAl. So dogfood as in we
use our own product. And so Codex has been accelerating OpenAl over the course of the entire year, and
the cloud product was a massive accelerant to the company as well. It just turns out that this was one of
those places where the signal we got from dogfooding is a little bit different from the signal you get from
the general market because at OpenAl, we train reasoning models all day and so we're very used to this
kind of prompting and think upfront, run things massively in parallel and it would take some time and
then come back to it later asynchronously. And so now when we build, we still get a ton of signal from
dogfooding internally, but we're also very cognizant of the different ways that different audiences use the
product.

AR ERIE:

TEIEM. XREE, FENE OpenAl HfTAEHIT “ZERIR” (dogfooding) , LIEEARKIIE SHI
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(00:21:12) Lenny Rachitsky
English:

That's really funny. It's like live in the future, but maybe not too far in the future. And | could see how
everyone at OpenAl is living very far in the future, and sometimes that won't work for everyone.

FROCERIR:

XREB. MEE “EEERRK, BT . HEEER OpenAl WENATEFEEZNARR, MXEHRFHF
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(00:21:23) Alexander Embiricos
English:

Yeah.

P ERE:

=0

(00:21:23) Lenny Rachitsky
English:

What about just intelligence training data? | don't know, is there something else that helped Codex
accelerate its ability to actually code? Is it better, cleaner data? Is it more just models advancing? Is there
anything else that really helped accelerate?

AR ERIE:
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(00:21:38) Alexander Embiricos
English:

Yeah, so there's a few components here. | guess you were mentioning models and the models have
improved a ton. In fact, just last Wednesday, we shipped GPT-5.1-Codex-Max, a very accurately named
model, that is awesome. It is awesome both because it is for any given task that you were using GPT-5.1-
Codex for, it's roughly 30% faster at accomplishing that task. But also it unlocks a ton of intelligence. So if
you use it at our higher reasoning levels, it's just even smarter. And that tweet you were saying Karpathy
made about, "Hey, give this your gnarliest bugs," obviously there's a ton going on in the market right
now, but Codex-Max is definitely carrying that mantle of us tackling the hardest bugs. So that is super
cool.

(00:22:28):

But I will say it's like some of how we're thinking about this is evolving a little bit from being like, "Yeah,
we're just going to think about the model and let's just train the best model," to really thinking about
what is an agent actually overall? And I'm not going to try to define agent exactly, but at least the stack
that we think of it as having is it's like you have this model, really smart reasoning model that knows how

to do a specific kind of task really well, so we can talk about how we make that possible. But then actually



we need to serve that model through an APl into a harness, and both of those things also have a really big
role here.

(00:23:02):

So for instance, one of the things that we're really proud of is you can have GPT-5.1-Codex-Max work for
really long periods of time. That's not normal, but you can set it up to do that or that might happen. But
now routinely we'll hear about people saying, "Yeah, it ran overnight or it ran for 24 hours." And so for a
model to work continuously for that amount of time, it's going to exceed its context window. And so we
have a solution for that, which we call compaction.

(00:23:28):

But compaction is actually a feature that uses all three layers of that stack. So you need to have a model
that has a concept of compaction and knows like, "Okay, as | start to approach this context window, |
might be asked to prepare to be run in a new context window." And then at the API layer, you need an API
that understands this concept and has an endpoint that you can hit to do this change. And at the harness
layer, you need a harness that can prepare the payload for this to be done. So shipping this compaction
feature that now just made this behavior possible to anyone using Codex actually meant working across
all three things. And | think that's increasingly going to be true.

(00:24:02):

Another maybe underappreciated version of this is if you think about all the different coding products out
there, they all have very different tool harnesses with very different opinions on how the model should
work. So if you want to train a model to be good at all the different ways it could work, maybe you have a
strong opinion that it should work using semantic search. Maybe you have a strong opinion that it should
call bespoke tools or maybe you have, in our case, a strong opinion that it should just use the shell and
work in the terminal, you can move much faster if you're just optimizing for one of those worlds. So the
way that we built Codex is that it just uses the shell, but in order to make that safer and secure, we have a
sandbox that the model is used to operating in.

(00:24:45):

So | think one of the biggest accelerants, to go all the way back to answer to your question, is just we're
building all three things in parallel and tuning each one and constantly experimenting with how those
things work with a tightly integrated product and research team.

FROCERIR:
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TERXAKNESBHEN ETXEO (context window) . NN BE—NMEREZRE, Mzh “EE

(compaction),
(00:23:28):
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(00:24:59) Lenny Rachitsky
English:

Do you think you win in this space? Do you think it'll always be this kind of race with other models
constantly leapfrogging each other? Do you think there's a world where someone just runs away with it
and no one else can ever catch up? Is there a path to just, "We win"?

FRZERIE:
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(00:25:15) Alexander Embiricos
English:

Again, comes back to this idea of building a teammate, and not just a teammate that participates in team
planning and prioritization, not just a teammate that really tests its code and helps you maintain and
deploy it. But even a teammate... If you think, again, an engineering teammate, they can also schedule a
calendar invite or move standup or do whatever, right? And so in my mind, if we just imagine that every
day or every week some crazy new capability is just going to be deployed by a research lab, it's just
impossible for us as humans to keep up and use all this technology. So | think we need to get to this world
where you kind of just have an Al teammate or super assistant that you just talk to and it just knows how
to be helpful on its own. So you don't have to be reading the latest tips for how to use it, you've plugged it
in and it just provides help.

(00:26:10):

So that's kind of the shape of what | think we're building. And I think that will be a very sticky winning
product if we can do so. So the shape that in my head, at least | have, is that we build... Maybe a fun topic



is like, "Is Chat the right interface for AI?" | actually think Chat is a very good interface when you don't
know what you're supposed to use it for. In the same way that if | think of I'm on MS Teams or in Slack
with a teammate, Chat is pretty good. | can ask for whatever | want. It's kind of the common denominator
for everything. So you can chat with a super assistant about whatever topic you want, whether it be
coding or not. And then if you are a functional expert in a specific domain such as coding, there's a GUI
that you can pull up to go really deep and look at the code and work with the code.

(00:26:54):

So I think what we need to build as OpenAl is basically this idea of you have Chat, ChatGPT and not as a
tool that's ubiquitously available to everyone, you start using it even outside of work to just help you. You
become very comfortable with the idea of being accelerated with Al. So then you get to work and you just
can naturally just, "Yeah, I'm just going to ask it for this and | don't need to know about all the connectors
or all the different features. I'm just going to ask it for help and it'll surface to me the best way that it can
help at this point in time and maybe even chime in when | didn't ask it for help." So in my mind, if we can
get to that, | think that's how we really build the winning product.

FROCERIR:
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(00:27:32) Lenny Rachitsky
English:

This is so interesting because with my chat with Nick Turley, the head of ChatGPT, | think he shared that
the original name for ChatGPT was Super Assistant or something like that. And it's interesting that there's
that approach to the super assistant and then there's this Codex approach. It's almost like the B2C
version and the B2B version. And what I'm hearing is the idea here is, okay, you start with coding and
building and then it's doing all this other stuff for you, scheduling meetings, | don't know, probably
posting in Slack, | don't know, shipping designs. | don't know, is the idea that this is the business version
of ChatGPT in a sense, or is there something else there?

FROCERIR:
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(00:28:08) Alexander Embiricos
English:

Yeah. So we're getting to the one-year time horizon conversation. A lot of this might happen sooner, but
in terms of fuzziness, | think we're at the one year. So I'll give you a contention and a plausible way we get
there, but as for how it happens, who knows? So basically, if we're going to build a super assistant, it has
to be able to do things. So we're going to have a model and it's going to be able to do stuff affecting your
world. And one of the learnings | think we've seen over the past year or so is that for models to do stuff,
they're much more effective when they can use a computer.

(00:28:41):

Right, okay, so now we're like, okay, we need the super assistant that can use a computer, or many
computers. And now the question is, okay, well, how should it use the computer? And there's lots of ways
to use a computer. You could try to hack the OS and use accessibility APIs, maybe a bit easier as you could
point and click. That's a little slow and unpredictable sometimes. And another way, it turns out the best
way for models to use computers is simply to write code. So we're kind of getting to this idea where, well,
if you want to build any agent, maybe you should be building a coding agent and maybe to the user, a
non-technical user, they won't even know they're using a coding agent, the same way that no one thinks
about are they using the internet or not, which is they're more just like, "Is WiFi on?"

(00:29:23):

So | think that what we're doing with Codex is we're building a software engineering teammate, and as
part of that, we're kind of building an agent that can use a computer by writing code. And so we're
already seeing some pull for this. It's quite early, but we're starting to see people who are using Codex for
coding adjacent product purposes. And so as that develops, | think we'll just naturally see that, oh, it
turns out we should just always have the agent write code if there is a coding way to solve a problem
instead of... Even if you're doing a financial analysis, maybe write some code for that.

(00:29:55):

So basically like you were like, "Hey, is this the two ends of this product for the super assistant of
ChatGPT?" In my mind, just coding is a core competency of any agent including ChatGPT. And so really
what we think we're building is that competency. So here's the really cool thing about agents writing
code is that you can import code. Code is composable, interoperable. Because one very reductive view
we could have for an agent is it's just going to be given a computer and it's just going to point and click
and go around. But that is the future. And then how we get there is difficult to chart a path because a lot
of the questions around building agents aren't like, "Can the agent do it?" But it's more about, "Well, how
can we help the agent understand the context that it's working in?" And the team that's using it probably
has a way that they like to do things. They have guidelines. They probably want certain deterministic
guarantees about what the agent can or cannot do. Or they want to know that the agent understands this
detail.

(00:30:57):

An example would be if we're looking at a crash reporting tool, hitting a connector for it, every sub-team

probably has a different meta prompt for how they want the crashes to be analyzed. And so we start to



get to this thing where, yeah, we have this agent sitting in front of a computer, but we need to make that
configurable for the team or for the user and let them... Stuff that the agent does often, we probably just
want to build in as a competency that this agent has that it can do.

(00:31:24):

So | think we end up with this generalizable thing, that you were saying, of an agent that can just write its
own scripts for whatever it wants to do. But | think that the really key part here is can we make it so that
everything that the agent has to do often or that it does well, we can just remember and store so that the
agent doesn't have to write a script for that again? Or maybe if | just joined a team and you are already on
the same team as me, | can just use all those scripts that the agents had written already.

FROCERIR:

. HMNMEWET “—FH” BEHE. REFFARILERER, EMRMMEMES, ARESHNEEE
—FEIFEF. RAMFR—NIERM—MARNEIEKRE, EETRREARE, #AER? BEAL, MR
BWE—NBRETF, COMER “MF" . FIUFENBE—MEE, e —EEmRRLHRNER. I
E—FRNFIN—RE: BEEME, NRERFEN, BRZERFZ.

(00:28:41):

8, MEBRNFE—TERFEER (HZa8M) BRF. REE, TRINMEEBER? BREHE. R
AR AR F RS HERMBITIEE AP, SNEBER, LEBENRET. EXERREAEFATN. 5—M75
i, FNEARAREERNRESAMBRE . FIURISH TXE—MUA: NRIEHWEZEFAEE
&, WIFRNZER— M RIZEEER. NTIERABRRE, WIIEEFNEECERRZERE, MERA
ZBECEFAEERAEERN, tIRE® “WiFiELTE? ”

(00:29:23):

FRIAFR TS IRAFE Codex LMHIRWE— NG LIZR, FHEFN—ED, LR LEREME 1888
TSR FBEMNE A, RNELFE T EXFTENER. BALXRE, ERNABREINEAR
Codex BT RIZAXN~mARE. EXMEBNARE, BERNZBAMAMEI: NRE—NRENSGE
REARRIAER, TR IZILEREAETNE, MAR - WRREEMVS 2, BIFRiZAlE K.

(00:29:55):

FREL, [EEIRERY “X2E2E ChatGPT BRBIFHMIE , THER, WESEMEREAE (81 ChatGPT) B
ZIDBEN . BATARNTNEEHEZNMEXME. BATABEREN—RE: RBEAUSAY, 274
a8, SREREN. NERFN—MEREUNEEZR, SE—GHEWN, temxuil. ERERK. W
BRI EREMYRE, HAXTHESRE, REEEFET “CaelFaERaEM , MET “HIINMEER
BRAEBREILENLETX? ” ERAENENTEEECHHEA. AN, FIERENE KM AHF
REMt ABWERNRIE, NEREEEKIERELAT,

(00:30:57):
ZENGF, WRBMNE— T BERIREIE, 81 TFHENNEEHERRNTRTIE (meta prompt) RFLE (]
BB O MR, FTUAERMNFFBRENE—IME: @], BIMNE— M LEBREINEER, BRNFEIL
EXNEFKAF ERIERERN, L] WFEHeEAELEHNET, RINTERBIEEAENXINEREES
H—IREES o
(00:31:24):
TR EBENKREASEBIFRMZNBMHEBEBRANARAE: — 1A EAEMNEREEHANEER, BEXHEE
|}
B

F, BT LEEEZEHHFEFNEBRICENZE, IFCHMACEREEHA? HEMRENMA
— P HEPA, MIREZERET, HAIUEREREZATNIRERIFRAERIZS,



(00:31:53) Lenny Rachitsky
English:

Yeah, it's like if this is our teammate, they can share things that it's learned from working with other
people at the company. It just makes sense as a metaphor.

FROCERIR:
2H, MEMRXZHNOAE, ERUDEMNRTEMAREZAZINARA, XMEIEESE,

(00:32:01) Alexander Embiricos
English:

Right. Yeah.

FRERIE:

5o

(00:32:02) Lenny Rachitsky
English:

It feels like you're in the Karpathy camp of, "Agents today are not that great and mostly slop and maybe in
the future they'll be awesome." Does that resonate?

FROCERIR:

RUIRET Karpathy BUEBNEE, B “SRHEEEERELN, RSZ2LEAFIMENRA (slop), HBIFR
RRE" o XAESIECIRAYHISZ?

(00:32:11) Alexander Embiricos

English:

So | think coding agents are pretty great. | think we're seeing a ton of value there.
R EIE:

BURREERAEZEERT, RINELERTEANNE.

(00:32:11) Lenny Rachitsky
English:

Yeah, that feels right. That feels right, yeah.
R EE:

SRR RSO
BH, XREIIZHE,

(00:32:17) Alexander Embiricos

English:



And then | think agents outside of coding, it's still very early. And this is just my opinion, but I think
they're going to get a whole lot better once they can use coding too in a composable way. It's kind of the
fun part of when you're building for software engineers, at my startup, we were building for software
engineers too for a lot of that journey, and they're just such a fun audience to build for because they also
like building for themselves and are often even more creative than we are in thinking about how to use
the technology. So by building for software engineers, you get to just observe a ton of emergent
behaviors and things that you should do and build into the product.

FRERIE:

ETFREZINVEEERER, MERRTEERH, XRERNIANS, EHRIAN—BEITBEUTAGSHAR
FIRRIEEES, BINREBEEZ. ARHEIRMEESRREBIMAET ERZANMEIAT, KHH
BHEB RN TEIMARSS) , MIR— M EEERERMNZAR, RAMIERNECHETLR, MAETEEENM
FERABAAEERELLRINEG R, LB TRMEGES SR, RAIUMRIIASRIITH, URIRRIZ
HREEIF BPIIEE

(00:32:54) Lenny Rachitsky
English:

| love how you say that because a lot of people building for engineers get really annoyed because the
engineers they're just always complaining about stuff. They're like, "Ah, that sucks. Why'd you build it this
way?" | love that you enjoy it, but | think it's probably because you're building such an amazing tool for
engineers that can actually solve problems and just code for them.

FRCERIR:

HRERMFXAY, AARZSAIRMHEFRNAZIEERN, EAIRBSEERES. tilzi: M,
BRIZT , IRAFABRRXARI? 7 BREXFREET, ERBXAEREERNREEMIIEE—0LR
ARTIER, SEEEFARREHBZAMIIS R,

(00:33:12) Lenny Rachitsky
English:

Kind of along those lines, there's always this talk of what will happen with jobs, engineers, coding, do you
have to learn coding? All these things. Clearly the way you're describing it is it's a teammate, it's going to
work with you, make you more superhuman, it's not going to replace you. What's the way you just think
about the impact on the field of engineering, having this super intelligent engineering teammate?

FROCERIR:

IEXNER, SEATEINEIME. LRI, BENRRIER, BEEEFEFIREFSE. BA, MEdE
WAXE— TR, EXSMREME, ILMEREG “BA” , MAZBIAIR. RNAEFRAEXF—MEBRE
BERY TAZPAR X TAZ U= £ IR0 ?

(00:33:33) Alexander Embiricos
English:

| think there's two sides to it, but the one we were just talking about is this idea that maybe every agent
should actually use code and be a coding agent. And in my mind, that's just a small part of this broader
idea that, hey, as we make code even more ubiquitous... | mean, you could probably claim it's ubiquitous



today, even pre Al, right? But as we make code even more ubiquitous, it's actually just going to be used
for many more purposes. And so there's just going to be a ton more need for humans with this
competency.

(00:34:01):

So that's my view. | think this is quite a complex topic. So it's something we talk about a lot and we have
to see how it pans out. But | think what we can do basically as a product team building in the space is just
try to always think about how are we building a tool so that it feels like we're maximally accelerating
people rather than building a tool that makes it more unclear what you should do as the human?

(00:34:27):

| think, to give an example right now, nowadays when you work with a coding agent, it writes a ton of
code, but it turns out writing code is actually one of the most fun parts of software engineering for many
software engineers. So then you end up reviewing Al code. And that's often a less fun part of the job for
many software engineers. So | actually think we see that this plays out all the time in a ton of micro
decisions. So we as a product team, we're always thinking about, "Okay, how do we make this more fun?
How do we make you feel more empowered? Where is this not working?" And | would argue that
reviewing agent written code is a place that today is less fun.

(00:35:04):

So then | think, "Okay, what can we do about that?" Well, we can ship a code review feature that helps
you build confidence in the Al written code. Okay, cool. Another thing we could do is we can make it so
that the agent's better able to validate its work. And it gets all the way down into micro decisions. If
you're going to have an agent capability to validate work, and let's say you have... I'm thinking of Codex
Web right now, you have a pain that sort of reflects the work the agent did, what do you see first? Do you
see the diff or do you see the image preview of the code it wrote? And | think if you're thinking about this
from perspective, "How do | empower the human? How do | make them feel as accelerated as possible?"”
You obviously see the image first. You shouldn't be reviewing the code unless first you've seen the image,
unless maybe it's been reviewed by an Al and now it's time for you to take a look.

FROCERIR:
HIANANXBERNAE. —AEHEHKNNAWE, BFrS NSRS ZERRBHMNREE K. TRE
¥, IRAR—NERREEN—NE7: MERINLABESEMELFE (RAE A LRZAEEBLETAF

£7), EXMLEWATESHNAR, Blt, MEFXMENHALENTRRIAKIEN,
(00:34:01):

XEEME, XE—MEHEZRMNIEE, BNEEITIE, HPIOAMBEWNES, BEAEX N UREES R
BIEIRA, FATEAR LEEMAIMBRIRARE . BITNAMHE— TR, LAMREEEREHTRAUNEREH, ™
ARME—MEEAALNRERER XM ANTE?

(00:34:27):

EANMENFF: NS HRMNEESEASEN, EEAEMNE, BELIERA, MFSRETEIMRNR, B
ABELERHIEPREBNHNZ— SRMEMRTHTEEE Al TEHRE, MXBEEIEFEBLE

BEVE D . FINAXBIMELTHNIHIWRER, FAFmEAR, HMNS2EE: “NMELXTEEEE? WA
IRBREEAERER? MEMEAE? 7 WUNFEGERARSHABESKUZE—NEBAEBRIFT,

(00:35:04):

BAFE, “OK, FMENILMERA? ” BATAILURH—MIBEEINE, BEREILN Al RS REBHE
Do XHET. B—HFERE, HNTLULERAEFHIEIEE NI XEERNIFWAE: NRMHFE—
REIRIE T {FRYEE BEIARESD, LEYNTE Codex Web F, fRE— MRS REATLIEMRIER, MELEINZEM



4? BABES (dif), ZRERENABERNEGNL? WRIMM “DAIREAZLR. ML tITERERR

mE” WAELE, MEANZAERER, FIFREERTEEG, HECEBEWAIFEL T, SRR
BEREAHREAD.

(00:35:49) Lenny Rachitsky
English:

When | had Michael Truell, the CEO of Cursor on the podcast, he had this kind of vision of us moving to
something beyond code. And I've seen this rise of something called spec-driven development where you
just write the spec and then the Al writes code for you. So you start working at this higher abstraction
level. Is that something you see where we're going, just like engineers not having to actually write code or
look at code and there's going to be this higher level of abstraction that we focus on?

FRCERIR:

L F#IF Cursor B9 CEO Michael Truell L#EERY, R T —MES, BIERITEERBHEABIMNE. KBE
B —HMIAR A “FBIREIFFR” (spec-driven development) BONMEE, BEMRRERSHTE (spec), AFAIA
RS IS, XM REESHHMRER LT, MAAXEZRINNEARAAS? BIIRINAEEEXLR
WEREENDL, BB EEITESELNHBR?

(00:36:16) Alexander Embiricos
English:

Yeah. | mean, | think there's constantly these levels of abstraction and they're actually already played out
today. Today, coding agents, mostly it's prompt to patch. We're starting to see people doing spec-driven
development or planned and driven development. That's actually one of the ways when people ask,
"Hey, how do you run Codex on a really long task?" Well, it's like often collaborate with it first to write a
plan.md, like a markdown file that's your plan. And once you're happy with that, then you ask it to go off

and do work. And if that plan has verifiable steps, it'll work for much longer. So we're totally seeing that.
(00:36:50):

| think spec-driven development is an interesting idea. It's not clear to me that it'll work out that way
because a lot of people don't like writing specs either, but it seems plausible that some people will work
that way. A bit of a joke idea though is if you think of the way that many teams work today, they often
don't necessarily have specs, but the team is just really self-driven and so stuff just gets done. And so
almost that it's like, I'm coming up with this on the spot, so it's not a good name, but chatter-driven
development where it's just like stuff is happening on social media and in your team communications

tools. And then as a result, code gets written and deployed.
(00:37:29):

So yeah, | think I'm a little bit more oriented in that way of | don't even necessarily want to have to write a
spec. Sometimes | want to, only if | like writing specs. Other times | might just want to say like, "Hey,
here's the customer service channel and tell me what's interesting to know, but if it's a small bug, just fix
it." I don't want to have to write a spec for that, right?

(00:37:51):

| have this sort of hypothetical future that | like to share sometimes with people as a provocation, which is
in a world where we have truly amazing agents, what does it look like to be a solopreneur? And one
terrible idea for how it could look is that actually there's a mobile app and every idea that the agent has



to do is just vertical video on your phone and then you can swipe left if you think it's a bad idea and you
can swipe right if it's a good idea. And you can press and hold and speak to your phone if you want to give
feedback on the idea before you swipe. And in this world, basically what your job is is just to plug in this
app into every single signal system or system of record, and then you just sit back and swipe. | don't
know.

FROCERIR:

T, WIANHMKRER—EERMER, MESKELTERET. WENREZSEEARZE “RNIEHT”

(prompt to patch) o FATFAERANBHTHERHFRBITRIEEF L. FLLE, HANNR “Wit
Codex BUTEBKMES" B, —M7GZEMEBRMEMES —1 plan.md (Markdown HBIEYIHHIXHF) . —BR
MitRHER, BLEERT. MR PFERARIENTS R, ElELIFEEA. FIURIT2EE 7T XMHiE
&

(00:36:50):

BRESMER AL N EBNEL, ERFTREERTERAER, AARZAMREREIE. Fid,
LB ASXETE, BE—MHIENEE: NRGEREBIERZEMNIESR, tiIF—EEHE,
BHNIEEEEMN, FREAMDIET . XLFEE—BIE—MA, oJERKTFR— “WERshFA”
(chatter-driven development) , BItt3RREA ESKHIPABETAEIEEITICRLE, SRABEBMES LHRHI
E7.

(00:37:29):

FREL, REMETFXMARN: REEF—ERSE. FRIFRERS, TNHATERBR: IR, XEFRM
8, HIFREMTAEEXIN, IRE/Nbug MEEET.” EFNEALENE, *E?

(00:37:51):

HE—NMRRIRRKGR, BRNSOZLFIIAEA—MELR: E—MRBEERATRANERE, —1 B
&MAR” (solopreneur) B AFR? —MEREKEEBNRER: B—1FH App, BEFTENS—
MUEMUSREMMNEAZ2IEMFIL, REEREMER, BREMEE. NRMEEBDIARKR
5, MKEHANEFNNIRIE. EXTHRE, FHIEESEMZEXD App BEAB—NMESRAARIERA
48, ARIRRABELTRAEMBED. HANEXEARELT,

(00:38:39) Lenny Rachitsky

English:

I love this. So this is like Tinder meets TikTok meets Codex.
R EE:

BAEWXNT ., XEEE Tinder M TikTok BEi@M Codex.

(00:38:42) Alexander Embiricos
English:

It's pretty terrible.

R EIE:

XS RBE AT IHATY,



(00:38:43) Lenny Rachitsky
English:

No, this is great. So the idea here is this agent is watching and listening to you, paying attention to the
market, your users, and it's like, "Cool, here's something | should do." It's like a proactive engineer just
like, "Here, we should build this feature, fix this thing."

FROCERIR:

R, XRET, FUXENZORE, XMEREEMEM. HRMR, XEHHNMOAR, ARERE:
By, XRHEMHE” EME—NEIREN, IiH: I8, BNNEFRXNIEE, :JZ%%‘EJZ’P?F\
(i

(00:38:56) Alexander Embiricos
English:

Exactly. Exactly.

FRCEE:

Ah, IERMWILt.

(00:38:58) Lenny Rachitsky
English:

I think it's a really good idea.
FRCERIE:
BU/XENE M ER.

(00:39:00) Alexander Embiricos

English:

Communicating with you in the lowest effort way for your consumers.
A EiE:

LR CHERE) R A RER 7S #1708,

(00:39:02) Lenny Rachitsky
English:

Yeah, yeah, the modern way we communicate, swipe left to right and vertical feed. And then the Sora
video, okay, so | see how this all connects now. | see.

AR ERIE:

W, MRAEBAI: £6BchHERR. BIL Sora fi5f, OK, HMEAAX—VIREAKRIERN
To



(00:39:11) Alexander Embiricos
English:

Yeah. To be clear, we're not building that, but it's a fun idea. | mean, in this example though, one of the
things that it's doing is it's consuming external signals, right? | think the other really interesting thing is if
we think about what is the most successful Al product to date, | would argue, it's funny actually not to
confuse things at all, but the first time we used the brand Codex at OpenAl was actually the model
powering GitHub Copilot. This is way back in the day, years ago. And so we decided to reuse that brand
recently because it's just so good, Codex, code execution.

(00:39:46):

But | think actually auto completion and IDEs is one of the most successful Al products today. And part of
what's so magical about it is that when it can surface ideas for helping you really rapidly, when it's right,
you're accelerated. When it's wrong, it's not that annoying. It can be annoying, but it's not that annoying.
So you can create this mixed initiative system that's contextually responding to what you're attempting to
do.So in my mind, this is a really interesting thing for us as OpenAl as we're building.

(00:40:22):

So for instance, when | think about launching a browser, which we did with Atlas, in my mind, one of the
really interesting things we can then do is we can then contextually surface ways that we can help you as
you're going about your day. And so we break out of this, we're just looking at code or we're just in your
terminal into this idea that, "Hey, a real teammate is dealing with a lot more than just code. They're
dealing with a lot of things that are web content. So how can we help you with that?"

AR ERIE:

=0, BE—T, RIFLEMIB App, BXHIERNEBIIRE, EXNFIFH, EMN—GE2EFEIN
=S, WE? S—HEBNER, NRENBEEZESEMIIN A FREFA, BRINA—FBHNZE, AT
REEREE, OpenAl E—XRfEA Codex XM mEHLEIENIXED GitHub Copilot 1REY, BEF/LERINE
To BINROREEMBAX TR, ERAEXET: Codex, fXiBH1T (Code Execution),

(00:39:46):

{B3IA 0 IDE PR B EHER Y S RN Al FFRZ— ENETZAET, HEeie VIR AR A EE)
YT, MREEXME, MMHEINRT; NREEHEN, WEBAMA. BAENSM, BEEER. FIUE
AILEIE— “BaEah” (mixed initiative) %4, RIBIFIXEMBEBEHIT L TN, EHER, XX
A1 OpenAl IEEMENARFARITIEFE G,

(00:40:22):

fan, HBBEAHRGEE (GEIAA Atlas FRIEBIAREE) B, BIANEF—HIEEEENER: RAILUE
RLEREESN, RIEBELTX2MBIMIG RN, XHEHNMBRET “RERD” K “RELKE BER,
BANTXE-PER: TR, —PEENARGENFRZNE, WILEBEREMNIIAR. BARIMZMME
A EHFIRIE?

(00:40:51) Lenny Rachitsky
English:

Man, there's so much there. | love this. Okay, so auto complete on web with the browser. That's so
interesting. Just like, "Here's all the things that we can help you with as you're browsing and going about

your day."



(00:41:01):

| want to talk about Atlas. I'll come back to that. Codex, code execution, did not know that. That's really
clever. | get it now. Okay, and then this chatter, what is a chatter-driven development? No, this is a really
good idea, but it reminds me, | had Dhanji on the podcast, CTO of Block, and they have this product
called Goose, which is their own internal agent thing. And he talked about an engineer at Block just has
Goose watch him with his screen and listens to every meeting and proactively does work that he should
probably want to do. So ships to PR, sends an email, drafts a Slack message. So he's doing exactly what
you're describing in kind of a very early way.

AR ERIE:

KB, EREXKT., HERXD. OK, HxkR LMW BIME, XXEEERT. A2 “SIRX KMt
EBHEESN, XEZHNEBFNAEERE -

(00:41:01):

FABHNED Atlas, FHBMEIFR, Codex KFRAMHMIT (Code Execution), FRUFIEERE, XREEH, FKEAH
To BB “WHIREFEL” , XEBEFRHE, ©ibBEERE IS Block 8 CTO Dhanji LXK, 15—
MY Goose MBS BEMR ™Mo fthift Block BW—& Ti2IMFt 1L Goose MERMMWREBHERE—H=IN, REE
EMAATREARMEI TIE: thaNiE3c PR, KHBMF. E Slack BB, MIETE—FhiEE FHAN S =X SLBRIRFR IS
REZRPE,

(00:41:45) Alexander Embiricos
English:

Yeah, that's super interesting. And | bet you, so if we went and asked them what the bottleneck to that
productivity is, did they share what it is?

AR ERIE:
=0, BRIEFEER, REETH, MRENZMIIXHESHRFRMTA, ti1EREIg?

(00:41:54) Lenny Rachitsky

English:

Probably looking at it and just making sure this is the right thing to do, yeah.
R EE:

AEEEECMNE, HFREFIERNE, K.

(00:41:58) Alexander Embiricos
English:

Yeah. So we see this now. We have a Slack integration for Codex. People love if there's something that you
need to do quickly, people will just @ mention Codex, "Why do you think this bug is happening?" It
doesn't have to be an engineer. Even maybe data scientists often here are using Codex a ton to just
answer questions like, "Why do you think this metric moved? What happened?" So questions, you get the
answer right back in Slack. It's amazing, super useful. But as for when it's writing code, then you have to
go back and look at the code.



(00:42:25):

So the real, | think, bottleneck right now is validating that the code worked and writing code review. So in
my mind, if we wanted to get to something like the friend you were talking about's world, | think we really
need to figure out how to get people to configure their coding agents to be much more autonomous on
those later stages of the work.

FRCERIR:

0. BINUEBRERTX—=. K18 Codex B Slack &£/, AJIEEER, MIREEFERRLENSE, X
KrLe @Codex 7] “MREEFXN bug AtASRE? ” F—ERIREIN, EEHERFRBEER Codex
KEIZFED “RESXMERNTAZENT? RETHA? 7 ZEMEB, {RTE Slack Bi2iF), HIEZRMAERTE!
ER. XRE, LIFEER. BHIRIIGREN, RMAHRELEEENE,

(00:42:25):

FRAR B SIMANEEMFRIERBES B URHTREEE, EHER, WRBNVEAZIRIMIAR & E
REES, KNNENREFBFRNMLANEKEMINOREEEE, EEETFNEHMRERBEM,

(00:42:46) Lenny Rachitsky
English:

It makes sense. Like you said, writing code, | used to be an engineer, | was an engineer for 10 years, really
fun to write code, really fun to just get in the flow, build architect, test. Not so fun to look at everyone
else's code and just have to go through and be on the hook if it's doing something dumb that's going to
take down production. And now that building has become easier, what I've always heard from companies
that are really at the cutting edge of this is the bottleneck is now figuring out what to build. And then it's
at the end of like, "Okay, we have all this, all 100 PRs to review. Who's going to go through all that?"

AR ERIE:

BEE, MG, SAE—RLURBRIREM, M7 10 F—5HEREE, #NOR. WERMA. I
HEREB. EEFANABREKBABERT, MEAMRRBE T HABRNEASREFHRRER, REFH
R, MAENBER/ERS T, BMBELAFIENABRENGERS: RENATETFFERE “ZWEM
7o ARFITEREME: “OK, A1E 100 PREHEE, ifERAAEXLE? 7

s

N

(00:43:14) Alexander Embiricos
English:

Right.

FRERIE:

5o

(00:43:15) Lenny Rachitsky
English:

Yeah.

FRCERIR:

=0



(00:43:17) Lenny Rachitsky (Sponsor: Jira Product Discovery)
English:

This episode is brought to you by Jira Product Discovery. The hardest part of building products isn't
actually building products. It's everything else. It's proving that the work matters, managing
stakeholders, trying to plan ahead. Most teams spend more time reacting than learning, chasing updates,
justifying roadmaps, and constantly unblocking work to keep things moving. Jira Product Discovery puts
you back in control. With Jira Product Discovery, you can capture insights and prioritize high impact
ideas. It's flexible so it adapts to the way your team works and helps you build a roadmap that drives
alignment, not questions. And because it's built on Jira, you can track ideas from strategy to delivery all
in one place. Less chasing, more time to think, learn, and build the right thing. Get Jira Product Discovery

for free at atlassian.com/lenny. That's atlassian.com/lenny.
R EIE:

RETHH Jira Product Discovery AfEH R, MEFREENITIEHLAE ‘W& x5, MEHMRES
& IERATENNE. BEMEEXE. SRR, KZHEAPAEIER R &L RN LAY E] L F > #9ET 8]
HZ—BZEH. BEREE. THHPRERLUERHE, Jira Product Discovery itRERER, BEE,
RE] LUBIERARH N ARIESEMAONEE, BIEERE, BBENMREAMNIEAR, #ﬁﬂ’]’ﬂh—ﬁ‘ﬁ%ﬁ#%
HIRMIFRLEREE, RRNEWEE Jira 2 L, RAIUMKEERIRM—ib IR E, BAEE, BHES
BfiElBE. FEIMMEERRIART. 7E atlassian.com/lenny S ZE3KEX Jira Product Discoverys

(00:44:08) Lenny Rachitsky
English:

What has the impact of Codex been on the way you operate as a product person as a PM? It's clear how
engineering is impacted, code is written for you. What has it done to the way you operate and the way
PMs operate at OpenAl?

FROCERIR:

Codex WRIEANFMEE (PM) BIEBFARNTET HARM? TRERIINTMRARE, RBEANST. 3
IR OpenAl B PM {1BNIZ(EA Bt AKZE?

(00:44:24) Alexander Embiricos
English:

Yeah, | mean, | think mostly | just feel much more empowered. I've always been sort of more technical
leaning PM, and especially when I'm working on products for engineers, | feel like it's necessary to
dogfood the product. But even beyond that, | just feel like | can do much, much more as a PM. And Scott
Belsky talks about this idea of compressing the talent stack. I'm not sure if I've phrased that right. But it's
basically this idea that maybe the boundaries between these roles are a little bit less needed than before
because people can just do much more. And every time someone can do more, you can skip one
communication boundary and make the team that much more efficient.

(00:45:03):

So | think we see it in a bunch of functions now, but | guess since you asked about products specifically,
now answering questions much, much easier. You can just ask Codex for thoughts on that. A lot of PM



type work, understanding what's changing. Again, just ask Codex for help with that. Prototyping is often
faster than writing specs. This is something that a lot of people have talked about.

(00:45:29):

| think something that, | don't think it's super surprising, but something that's slightly surprising is we
see... We're mostly building Codex to write code that's going to be deployed to production, but actually
we see a lot of throwaway code written with Codex now. It's kind of going back to this idea of ubiquitous
code. So you'll see someone wants to do an analysis. If | want to understand something, it's like, okay,
just give Codex a bunch of data, but then ask it to build an interactive data viewer for this data. That's just
too annoying to do in the past, but now it's just totally worth the time of just getting an agent to go do
something.

(00:46:02):

Similarly, I've seen some pretty cool prototypes on our design team about if you want to... Well, a
designer basically wanted to build an animation, and this is the Coin Animation Codex, and it was like
normally it'd be too annoying to program this animation. So they just vibe coded a animation editor and
then they use the animation editor to build the animation, which they then check into their repo.

(00:46:24):

Actually, our designers, there's a ton of acceleration there. And speaking of compressing the talent stack, |
think our designers are very PME. So they do a ton of product work and they actually have an entire vibe
coded side prototype of the Codex app. And so a lot of how we talk about things is we'll have a really
quick jam because there's 10,000 things going on, and then the designer will go think about how this
should work. But instead of talking about it again, they'll just vibe code a prototype of that in their
standalone prototype. We'll play with it. If we like it, they'll vibe engineer that prototype into an actual PR
to land. And then depending on their comfort with the code base, like Codex utilizing Rust is a little
harder, maybe they'll land it themselves or they'll get close and then an engineer can help them land the
PR.

(00:47:11):

We recently shipped the Sora Android app, and that was one of the most mind-blowing examples of
acceleration, actually, because usage of Codex internally at OpenAl is obviously really, really high, but it's
been growing over the course of the year, both in terms of now it's basically all technical staff use it, but
even the intensity and know how of how to make the most of coding agents has gone up by a ton. And so
the Sora Android app, a fully new app, we built it in 18 days. It went from zero to launch to employees,
and then 10 days later, so 28 days total, we went to just GA, to the public, and that was done just with the
help of Codex. So pretty insane velocity.

(00:47:55):

| would say it was a little bit... | don't want to say easy mode, but there is one thing that Codex is really
good at if you're a company that's building software on multiple platforms, so you've already figured out
some of the underlying APIs or systems, asking Codex to port things over is really effective because it has
something you can go look at. And so the engineers on that team were basically having Codex go look at
the i0OS app, produce plans of work that needed to be done, and then go implement those. And it was
looking at iOS and Android at the same time. And so basically it was two weeks to launch to employees,
four weeks total. Insanely fast.

AR ERIE:

2, REFREEMNEHZEE CRRAMIEET . R—ER—MREAZRRN PM, THEENIRIIALR
mby, HEFFBANIX (dogfooding) BHTAY, BRRLELZIN, HRETIIEN PM REEMMIFERBLEZ T, Scott

&k
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Belsky i Eid “EHAAK” (compressing the talent stack) F9AE%, HAHERRRENARI, EREELE
ME, ABRZEINFRIRATERBERURNBAKET, BABDARMNSEHESZ T, BHEARSHM—R,
PRI A E— BT, ItHNASEES,

(00:45:03):

BAERZEREMIIHMEETX—R. BRAMRRZEFR, REREFREARFEHEST, REJLEER Codex 3f
ENEIFENEE. RE PMEENTE, HNBARLRETHAZEN, hAJLIEEK Codex It REIKZITEE
EEERSEER, X2RZAEITIEEH.

(00:45:29):

RE—RBRATEREN, BRERR: BITHE Codex TERATHREEFIMENNIE, B LERNIME
BIKREM Codex BERY “—RMEMRIT” » XXEET “WEELRE BB E. thilE AR, BI2HE
FKLERA, bRl Codex —HHIE, ARIUEET—IMREXNKIEEESR. UAIXKFNT, BIREILEER
EfE2ER.

(00:46:02):
B, BWEKTENEER T —LRENERE, tbil—AngitmBM— 1 sh@E (X2 Coin ahiE Codex) , B

MEXMHMERFAMAT. FTERMUNERE “RREHEE (vibe coded) TN ohEIESE, ARAX IR
ZhlfFRE, RERREICE.

(00:46:24):

FXLE, HMNYRITIIHEEET EXMINE. REIEBAA %, BEFENIZITITIEESE PMSE) L. il
ARENTRIE, BEEE—Txek "BRREERE HBHKH Codex App MIRE, HIPTIEEREIEESR
HEMNE, BAERT ERGHSERNZHT, ARKTITZEREZNALI. ERMNABREOXITIE, M
REEARUFREBEE ‘57 tX. HMNRAm—T, ORER, IMSEBRINRE “FREIEN" K
—NEIER PR, RIBMMIIIARIENAEZE (Eb30 Codex M Rust IBELEBOE) , tifileJseBSI_E,
EWBETRS, ARILLIERMEITEH PRo

(00:47:11):

HNRIEAH T Sora NRENA, XLRLERHRS ABBIMESRESFZ—. OpenAl AEERS Codex BIERZEIK
&, ME—FRXR—HEEK, WEERLFABERARAAREER, MACABEMKRIGHEATRSZ, Sorak=
hR2— 28 App, BHMRAT 18 XMW T MZBEERTAHNEMNIE, 10XE (Bit28X), il
MEREAREE (GA) T, X7eLeZ7E Codex BEEBN T FemilY, XiiEE BENIT,

(00:47:55):

BARRXZE “FREN , BNRFE—RESMIFELWERENRE, Codex B—RIFEEK: AR
BEBE T IKRER API A5, it Codex #HITIBRIFEAR, HNECERMNFRARNUSE, BIEKS
Ti2)mEA LRt Codex K& iOS hR App, EMFEBRFTHBILIEITY, AREERIT. ERRES i0S NREH
K. FIUER LREMAMRTIARS, SHOUFEERT. REIFEA.

(00:48:31) Lenny Rachitsky
English:

What makes that even more insane is it became the number one app in the app store. This just boggles
the mind. Okay, so 28 days?

FRSCERIE:
BERIENZE, EXRTNABENE—R, XEEARTRBIN. FFL, 28 X?



(00:48:39) Alexander Embiricos
English:

Yeah, so imagine number one app in the app store with a handful of engineers. | think it was two or three
possibly in a handful of weeks.

FROCERIR:
W, BR—T, NI, KiETEME=", T/LARMME T ZAEERSZE—8 App.

(00:48:51) Lenny Rachitsky
English:

Yeah, this is absurd. Wow.
FRCEIE:

EXXRETo Mo

(00:48:56) Alexander Embiricos
English:

Yeah, so that's a really fun example of acceleration. And then Atlas was the other one that | think Ben did
a podcast, the engine lead on Atlas, sharing a little bit about how we built there. Atlas is actually... | mean,
it's a browser, and building a browser is really hard. So we had to build a lot of difficult systems in order to
do that. And basically we got to the point where that team has a ton of power users of Codex right now,
and it got to the point they where basically... We were talking to them about it, because a lot of those
engineers are people | used to work with before at my startup. And so they'd say, "Before this would've
taken us two to three weeks for two to three engineers, and now it's like one engineer, one week." So

massive acceleration there as well.
(00:49:49):

And what's quite cool is that we shipped Atlas on Mac first, but now we're working on the Windows
version. So the team now is ramping up on Windows and they're helping us make Codex better on
Windows too, which is admittedly earlier, just the model we shipped last week is the first model that
natively understands PowerShell. So PowerShell being the native Shell language on Windows. So yeah,
it's been really awesome to see the whole company getting accelerated by Codex from... And most
obviously, also research and improving how quickly we train models and how well we do it. And then
even design, as we talked about, and marketing. Actually, we're at this point now where my product
marketer is often also making string changes just directly from Slack or updating docs directly from Slack.

FROCERIR:

2H, BRINEH—NIEEEEHFF. Atlas 25 —1MIF, Fi8 Atlas B951ZEE Ben ZRIMSEET D ER
M2 EERERN, Atlas SSFRL----ER— NS, MWENKRIEEE. MTRAE, HNBITEERTFS
EXxNARS. BRI TEEBRS Codex WEERF, BREALZ - HMNAMIIHE, RARPRSZT
BIMZRUNENIARNHFTIN, i1k “UAXFER=I"IEMER=F, RE—TILET—EARaE
RE.” BEWMEEARBIME.

(00:49:49):



REEN—=E, FI1EAXfHT Mac kit Atlas, IFEEFEFFA Windows k. FrLAEIBAIITEIETE Windows £k
71, fiTEEREFKATGH Codex £ Windows ERIRI, 152 Windows ImiEEb iR B HE, (B LA AHBRIRE
T E—NELEIERE PowerShell BUHRE! (PowerShell @ Windows BIJE4 Shell iBF). Frd, BEIENATE
# Codex IIREMRE—REBAZNHAZRMAII], A TRITMINGFERENRENRE,; EERNIZRIL
HERIT), BEEEHI ). FX L, BIMENFREHEARKLEEHEE Slack BENFREBEHEN U,

(00:50:37) Lenny Rachitsky
English:

These are amazing examples. You guys are living at the bleeding edge of what is possible, and this is how
other companies are going to work. Just shipping, again, what became the number one app in the app
store and just beloved all over the... It just took over, | don't know, the world for at least a week. Built, you
said, in 28 days and | don't know, 10 days, 18 days just to get the core of it working.

FROCERIR:

XEGFARET . (RMIEFBEARMENRREG, XBRAMABRKNEIELIRN. BR®EE, KB 7T —THA
NABES—. XE2XEL—ER App, RAT 28K, MzOIERAT 18 XK.

(00:51:00) Alexander Embiricos
English:

Yeah, so it was like 18 days we had a thing that employees were playing with, and then 10 days later we
were out.

FRCERIR:
B0, 18 XEEMNME T —PMRIALUATIINAR, 10 REEITMAEAE T

(00:51:05) Lenny Rachitsky
English:

And you said just a couple engineers.
R EE:

mERiE B IiE M.

(00:51:07) Alexander Embiricos
English:

Yeah.

FRERIE:

=0

(00:51:07) Lenny Rachitsky

English:



Two or three. Okay. And then Atlas you said took a week to build?
FRZERIE:
W= . FAEIT Atlas RRA T —AMERT?

(00:51:12) Alexander Embiricos
English:

No, no, no. So Atlas, not the whole week, but Atlas was a really meaty project. And so | was talking to one
of the engineers on Atlas about just what they use Codex for. And it's basically like, "We use Codex for
absolutely everything." And | was like, "Okay, well, how would you measure the acceleration?" And so
basically the answer | got back was, "Previously would've taken two to three weeks for two to three
engineers, and now it's like one engineer, one week."

AR ERIE:

RAER. Atlas BNMRERILE—RE, ER—MFERANIE, FHZEZEM Atlas BI—= TI2/MEPME(1A Codex
i, fbik: “FOVFFRABEEIEERA Codex,” FKid): “BIREABEXMINE? " MAKMEIEZ: “MNU
AIREM=NLIEMER=FNIE, WE—PLEM—EmMETR.”

(00:51:36) Lenny Rachitsky
English:

Do you think this eventually moves to non-engineers doing this sort of thing? Does it have to be an
engineer building this thing? Could Sora have been built by, | don't know, a PM or designer?

FRSCERIF:
RIANNXBASETHIE TR AEHMIXEEIEE? MM TI2IHREIE? Sora BEH PM 5(i& ity zEg?

(00:51:45) Alexander Embiricos
English:

I think we will very much get to the point, well, basically where the boundaries are a little bit blurred. |
think you're going to want someone who understands the details of what they're building, but what
details those are will evolve. Kind of like how now if you're writing Swift, you don't have to speak
assembly. There's a handful of people in the world, and it's really important that they exist and speak
assembly, maybe more than a handful, but that's a specialized function that most companies don't need
to have.

(00:52:14):

So | think we're just going to naturally see an increase in layers of abstraction. And then the cool thing is
now we're entering the language layer of abstraction, like natural language, and then natural language
itself is really flexible. You could have engineers talking about a plan and then you could have engineers
talking about a spec, and then you could have engineers talking about just a product or an idea. So | think
we can also start moving up those layers of abstraction as well.

(00:52:39):



But | do think this is going to be gradual. | don't think it's going to go off to all of a sudden nobody ever
writes anything, any code and it's just specs. | think it's going to be much more like, "Okay, we've set up
our coding agent to be really good at previewing the build or at running tests," maybe that's the first part
that most people have set up. And it's like, "Okay, now we've set it up so they can execute the build and it
can see the results of its own changes, but we haven't yet built a good integration harness so that it can,"
in the case of Atlas... By the way, | don't know if they've done any of this or not. | think they've done a lot
of this. But maybe the next stage is enable it to load a few sample pages to see how well those work. So

then, okay, now we're going to set it up to do that.
(00:53:18):

And | think for some time at least, we're going to have humans curating which of these connectors or
systems or components that the agent needs to be good at talking to. And then in the future, there will be
an even greater unlock where Codex tells you how to set it up or maybe sets itself up in a repo.

FhSCERIF:
FINNBANTRESRETIB NN, BAERESTEEREM, FNHATERE AIBRMMEEWENARBNAT,

BXLE “AT NEXSEE, SMEIEMNRE Swift 55, FREELRES . R ELREVEANELR,
MITFEHZEXNREEREE, EXEASHLRAARCFTENZIIREE,

(00:52:14):

FRAFIAR BT BAMAMBIHRBEREN,. KRENSRNINEHENT ESHRE, NERAES. BA
BEASIEERE: RALOLTREMTICTR, 1HeHE, HERMNTe~maEi8E. FRUARIE el AT
XEEHR B LA T,

(00:52:39):

BFEINAXERIHEN. BRANIRATHEAERBE. 228, EEGRE: “OK, BIE&KIEBREZEE
FEEREBEKMEMENETWRAT” , XAREASHAERIGENID. AEE: “OK, MERKINEL
BT, LEEHIITHEAESEECEMNMER, BRI SEBIITF—MFNEMIFIRILER -7 Atlas
Bl (RERT, RFFNEMIISEELM T XL, BEMIIELMTRS), BiF FT—MERILEEmE LR
BIDIEEENR. F, BHRINRILEECEMXGSE,

(00:53:18):

HANNEDE-—EIEA, MAFTEALRMESRAFTEERDBNERS. RANAN. MERK, =8
BEANRK: Codex HIFFINAIREE, HECEERETCEEBMTHIRE.,

(00:53:34) Lenny Rachitsky
English:

What a wild time to be alive. Wow. I'm curious just the second order effects of this sort of thing, just how
quickly it is to build stuff. What does that do? Does that mean distribution becomes much, much more
important? Does it mean ideas are just worth a lot more? It's interesting to think about how quick how

that changes.
R EIE:

EEXFE-TRARERRIE. ., RRFGFXMEBH MU, BIWERATSNLZR, XSHRTA?
XREED K (distribution) ZRREEEN? TEERERZEREAMET? BEXMEHMALERE
o



(00:53:51) Alexander Embiricos
English:

I'm curious what you think. I still don't think ideas are worth as much as maybe a lot of people think. | still
think execution is really hard. You can build something fast, but you still need to execute well on it, still
needs to make sense and be a coherent thing overall, yeah, and distribution is massive.

FROCERIR:

BEFHREAR. HMATUNNREEGREZ ABKRIBIFER. BMAANNRITIEEYE. (RE]LUIREEZE DL
A, BRNATEL AT, SMATEEEXEREER. B8, 2KHALIFEXHE,

(00:54:08) Lenny Rachitsky
English:

Yeah. Just feels like everything else is now more important. Everything that isn't the building piece, which

is coming up with an idea, getting to market, profit, all that kind of stuff.

FRCERIE:
RWIERT “DWE ZIMI—EHMEREEET, LLUREBRE. #HAHT. BAES,

=0

(00:54:18) Alexander Embiricos
English:

Yeah. | think we might've been in this weird temporary phase where, for a while, it was so hard to build
product that you mostly just had to be really good at building product and it maybe didn't matter if you
had an intimate understanding of a specific customer. But now | think we're getting to this point where
actually if I could only choose one thing to understand, it would be really meaningful understanding of
the problems that a certain customer has. If | could only go in with one core competency.

(00:54:52):

So | think that's ultimately still what's going to matter most. If you're starting a new company today and
you have a really good understanding and network of customers that are currently underserved by Al
tools, | think you're set. Whereas if you're good at building websites, but you don't have any specific
customer to build for, | think you're in for a much harder time.

FRZERIE:

Bl HUNFATATEBATF—FENITEME: B—KINE, WEFRL®ET, UETFRRBBEBRKWES
w7, BEANTHREEZPJRSBAER, BUERIANRNELTFXE— TR NRFREEFE
B—ME, B—ERRANEREEMEEZFEENRE>E, NRFIEF-ITIRORFIINGRIE,

(00:54:52):

FIAFOANRAXNARKEERN, NRMSKRED—RIHAR, FEMER Al TRRSFAEMINEPEHEE
RA VIR ARK, FOIANFIATN T —F. MMARMRAZBEBREWL, EERENEFBIR, HIANIRE
BFauditz.

(00:55:14) Lenny Rachitsky

English:



Bullish on vertical Al startups is what I'm hearing. Yeah, | completely agree. There's the general thing that
can solve a lot of problems and then there's like, "We're going to solve presentations incredibly well and
we're going to understand the presentation problem better than anyone and we're going to plug into
your workflows and all these other things that matter for a very specific problem." Okay, incredible.

(00:55:36):

When you think about progress on Codex, | imagine you have a bunch of evals and there's all these public
benchmarks. What's something you look at to tell you, "Okay, we're making really good progress," |
imagine it's not going to be the one thing, but what do you focus on? What's something you're trying to
push? What's a KPI or two?

FROCENIR:

IFEERIMREFEEIR AIFIEIAE. B0, HxeEE. RARMRARSAENEATIE, hEK ")
IR X RSN, FMNEZLLEMARE Y BERXERAE, HMNEBENROIER XMHIFER
BRI E. KIET o

(00:55:36):

HIRBZE Codex HER, HIFMINEHEITENAMAFAELE, MBIEFARSZIFES “OK, HIEUET
RiFpER" ? RBAIBRE—IEN, BIRXEHA? (RESHEEDHA? B—F1 KPIIE?

(00:55:51) Alexander Embiricos
English:

One of the things that I'm constantly reminding myself of is that a tool like Codex naturally is a tool that
you would become a power user of. So we can accidentally spend a lot of our time thinking about
features that are very deep in the user adoption journey. And so we can kind of end up oversolving for
that. And so | think it's just critically important to go look at your D7 retention. Just go try the product,
sign up from scratch again. | have a few too many ChatGPT Pro accounts that I've, in order to maximally
correctly dogfood, signed up for on my Gmail and they charge me 200 bucks a month. | need to expense
those. But | think just the feeling of being end user and the early retention stats are still super important
for us because as much as this category is taking off, | think we're still in the very early days of people
using them.

(00:56:44):

Another thing that we do that | think we might be the most user feedback/social media pilled team out
there in this space is like a few of us are constantly on Reddit and Twitter, and there's praise up there and
there's a lot of complaints, but we take the complaints very seriously and look at them. And | think that,
again, because you can use a coding agent for so many different things, it often is kind of broken in many
sort of ways for specific behaviors. So we actually monitor a lot just what the vibes are on social media
pretty often, especially | think for Twitter/X, it's a little bit more hypey and then Reddit is a little more
negative but real actually. So I've started increasingly paying attention to how people are talking about
using Codex on Reddit actually.

AR ERIE:

REBREACH—RZE: K Codex XFNITER, AFBAZEREERMF (poweruser), FRAIATAIEES
NNOERZHEERBERLELTAARBRRZEHREE, MNTTSEIERIT. Eib, FHIANEE DT
(35tH) BEXEXEE, FEEZEHmm, ENEM—IKS. H7TRERBHITARNLL, FEMRTX
% ChatGPT Pro IS, S TAEMF 200 &7, HIFERE. BFHIARN, FARKAPHNERARINEHER
BIENBNRANABLEE, BAREXTmEEEREL, BFIANAMMERENELTIFE BRI,



(00:56:44):

BN B—HER— RRERNTERX MU ERTERT AP RIGMAREERNEA—RKNB LA
25 87E Reddit 1 Twitter £, BEERHHBERZIEE, BRIVIEETR MM FHEEXLRE, RAARE
BHATUBATAZAANERE, EERETALFFRUEHARX “Fig” . FAIUENEE BNEE
B “FE” (vibes), LEHRE Twitter/X, ABELLECFEER (hypey), M Reddit NFEMAE —=, EBHELEHL,
Fr AR ISR 5F Reddit £ Af2E0T1TE 4R Codex K,

(00:57:39) Lenny Rachitsky
English:

This is important for people to know. Which of the subreddits do you check most? Is there like an r/Codex
or?

FRSCERIE:
XHARREE, REREEWNFAREE (subreddit) ? BN r/Codex ZHaIM3?

(00:57:44) Alexander Embiricos

English:

| mean, the algorithm's pretty good at surfacing stuff, but r/Codex is there.
R EE:

BEEHERNS A EMSRY, 7 r/Codex HSEEFT,

(00:57:48) Lenny Rachitsky
English:

Okay. I'll take. Very interesting. And then if people tag you on Twitter, you still see that, but maybe not as

powerful as seeing it on Reddit.
FRERIE:

8, BT 7. RAEB. WRAME Twitter £ @ 1R, fRHAREREI, {ERIEEFUTE Reddit EBFIRABAH A
$i e

(00:57:56) Alexander Embiricos
English:

Well, yeah. Well, the thing with Twitter is it's a little bit more one-to-one, even if it's in public. Whereas
with Reddit, those are really good upvoting mechanics and maybe most people are still not bots, unclear.

So you get good signal on what matters and what other people think.

RSz ERIE:
2/, Twitter EZE2—3—H, BMEREATFIZS. M Reddit BIEEFNSBIBENE], METTAEAZHA

EAZNBA (BATHE). FIUREREXT “HAREE" Uk “HMAEAR NRIFES,



(00:58:09) Lenny Rachitsky
English:

So interestingly, Atlas, | want to talk about that briefly. You guys launched Atlas. | tweeted actually that |
tried Atlas and then | don't love the Al only search experience. | was just like, "I just want Google
sometimes," or whatever. Just waiting for Al to give me an answer, I'm like, "I don't want to... " And there
was no way to switch. | just tweeted, "Hey, I'm switching back. It's not great." And | feel like | made some
PMs at OpenAl sad. And | saw someone tweet, "Okay, we have Atlas now," which | imagine was always
part of the plan. It's probably an example of just, "We got to ship stuff, see how people use it and then we
figure it out." So | guess one is that, I don't know, is there anything there? And two, I'm just curious, why
are you guys building a web browser?

FROCERIR:

BBYE Atlas, FBERII. (R4 T Atlas, FESLLAIHXRKIRAB T Atlas, BFRAXEWRBHIH “4
A EEREE, HHETERE “BRFEREMA Google” . FE AIAREERN, RREE “BABEF----7 , MA
YHENRATIMR. AN IR, REBEHROET, XAKFA.” HRESIATAELL OpenAl H—L PM AL T
REHEINBEANRMR: “OK, JATMEE Atlas 7 (GEBUHERINRZA)” , RBEX—EEITLHR. XATREME
kM, BARELR, RARBER B—1M01F. PR, B—, XTXTMEFARRMNG? 5=, KR
2, TRIIATT AR A MUY K82

(00:58:48) Alexander Embiricos
English:

So | worked on Atlas for a bit. | don't work on it now. But a bit of the narrative here for me just to tell my
story a bit was | was working on this screen sharing, pair programming startup, and then we joined
OpenAl. And so the idea was really to build a contextual desktop assistant. And the reason | believe that's
so important is because | think that it's really annoying to have to give all your context to an assistant and
then to figure out how it can help you. So if it could just understand what you are trying to do, then it
could maximally accelerate you. So I still think of Codex actually as a contextual assistant from a little bit
of a different angle, starting with coding tasks.

(00:59:30):

But some of the thinking, at least for me personally, | can't speak for the whole project, was that a lot of
work is done in the web. And if we could build a browser, then we could be contextual for you, but in a
much more first class way. We weren't hacking other desktop software which have very varied support for
what content they're rendering to the accessibility tree. We wouldn't be relying on screenshots, which are
a little bit slower and unreliable. Instead, we could be In the rendering engine and extract whatever we
needed to help you. And also | like to think of video games, | don't know if you've played, | don't know,
say Halo, you walk up to an object, | mean, this is true for many games, you press... Man, it's been a long
time, this is embarrassing. Press X and it just does the right thing. And | was one of those guys who always
read the instruction manual for every video game that | bought.

(01:00:24):

And | remember the first time | read about a contextual action and | just thought it was this really cool
idea. And the thing about a contextual action is we need to know what you are attempting to do. We have
a little bit of context and then we can help. And | think this is critically important because imagine this
world that we reach where we have agents that are helping you thousands of times per day.

(01:00:49):



Imagine if the only way we could tell you that we helped you was if we could push notify you. So you get a
thousand push notifications a day of an Al saying like, "Hey, | did this thing. Do you like it? " It'd be super
annoying, right? Whereas imagine, going back to software engineering, | was looking at a dashboard and |
noticed some key metric had gone down. And at that point in time, an Al could maybe go take a look and
then surface the fact that it has an opinion on why this metric went down and maybe a fix right there right
when I'm looking at the dashboard. That would much more keep me in flow and enable the agent to take
action on many more things.

(01:01:26):

So in my mind, part of why I'm excited for us to have a browser is that | think we have then much more
context around what we should help with. Users have much more control over what they want us to look
at. It's like, "Hey, if you want us to take action on something, you can open it in your Al browser. If you
don't, then then you can open it in your other browser." So really clear control and boundaries. And then
we have the ability to build UX that's mixed initiatives so that we can surface contextual actions to you at
the time that they're helpful as opposed to just randomly notifying you.

FROCENIR:

B TE Atlas FIA T RS —ERAda), IMERET . KGR, WERXHEN: RZAEM—RERHE. EX4HR
BREIIQE], ERMAT OpenAl, HEFERZRWE—T “LIXREEF . WINNIXIFEEE, FANE
FRrEMERIESE (context) #MRLGENTF, ARBILECBNESER, XXMAT. NRECEEEEFRMREESE
M+, EMEERAIZEEMINRMNIIE FRUAZKINAIAAN Codex KR LR2—METXEBIF, REVANBER
@, ERMEEESHEN.

(00:59:30):

BEELRIEMAMES (BEFEAREAIME), BoEER: KENITIEERENDR LTMMN, MRBE(TEEE—
MEEEs, HITMEUL—ME “—F2R” NARXAMTREL TSR BIARFEESHBEMEERRYE (B
I3 EREHENTIEEMNARZIHZR), UAREATIEE (BEAREBEFRATE). Rk, RiITTUEREHEN
EHRS|E, REEARIIEZENRARIER. HUERBEBETFREX, tban (L) (Halo), fRER—1M
&, T8 (KW, KA&TT, BEEi), & T XE, EMSHITERNIE. BURIEIMEE—1F
X EB=IEGEABAIA

(01:00:24):

HicFE—miEE “ETXEE” (contextual action) BY, EE/XNMERKEET. L TFXERIXEET:

RNFEMBMFELEMTA, RINE—ES52EGE, RAEHIMERETRE. WANAXEXEE, AHER
—TF, HENTEEEEESRBIFHT R R,

(01:00:49):

BR—T, IRHFRITMHNE—ARBREZEH, (MEBRKE—TFHHEE, AR 1B, BBTXHE, 12
WIS? 7 PIMIEAR, FIE? MBR—T (BEHHELE), REEE—MURE, RUENDXBIER TR
To MEM—Z, AIFAIUEEE—T, AEMERITENREN, RBRREMER T RERNEZE, EEEH
BAE—MEERR. XRULEBIFMFEIFEORRKES, HiLEREAELMIEESER.

(01:01:26):

FRUAERER, HNFEINRBENDRBIHENTDRERZ: BIMAETESZXT "ZEFAIL” BNETX
BRI ENBEHABE TEZEGEN. K2 1R, MRMBLBAINESZREITED, ME Al
RREBTAE; MRTE, BmARINNRKE" ERINMIARIEE B ARENMEERNIEE BEEohE
B UX (RPALE), TEXIRERBMIHRZI ETXE1E, MA@,

(01:01:58) Lenny Rachitsky



English:

Hearing the vision for Codex being the super assistant, it's not just there to code for you. It's trying to do a
lot for you as a teammate, as this kind of super teammate, and that makes you awesome at work. So | get
this. Speaking of that, are there other non-engineering common use cases for Codex? Just ways that non-
engineers... We talked about designers prototyping and building stuff, are there any fun or unexpected
ways people are using Codex that aren't engineers?

FRCERIR:

7 {53+ Codex fENBRBFHNRER, ERMMUNENMERE. EREEAN—MIE. —MBRIARAMRERE
Z2E, IMRETEPRISEH, ZBEET. HIX, Codex BMLIFTEZLMENAFIG? FITRFHNERS
BN MR EMAEARAE, TETABEREEREINIETEMERANG?

(01:02:24) Alexander Embiricos
English:

| mean, there's a load of unexpected ways, but | think most of where we're seeing real traction with
people using things are still for now very, | would say, coding adjacent or tech-oriented, places where
there's a mature ecosystem or maybe you're doing data analysis or something like that. | personally am
expecting that we're going to see a lot more of that over time. But for now, we're keeping the team very
focused on just coding for now because there's so much more work to do.

FRSCERIF:
BRWARNERSZ, BRIANBRIBIEEERS| AWEENAIER - AW E “RIZMAL” | ORKAR

S@E” B LWMMEESRBRANTE, HEMEMBEITZENER. R PATITHEERBENER, (]
FEIESZXEMZE. BEA, HNLEARIFEZETHRIEZSS, BATEXRZHIEER.

(01:02:54) Lenny Rachitsky
English:

For people that are thinking about trying out Codex, does it work for all kinds of code bases? What code
does it support? If you're like, | don't know, SAP, can you add Codex and start building things? What's the
sweet spot? Where does it start to not be amazing yet?

AR ERIE:

NFRLERZIR Codex WA, EERATFEMABELD? EXRTANE? MRIMREA, byl SAP, fREEMA
Codex HFFIAMENI? M ‘MR’ (REBRHOTM) EH? MERCBRIRMELIBARIENMT?

(01:03:11) Alexander Embiricos
English:

I'm really glad you asked this question actually because the best way to try Codex is to give it your
hardest tasks, which is a little different than some of the other coding agents. Some tools you might
think, "Okay, let me start easy or just vibe code something random and decide if | like the tool." Whereas
we're really building Codex to be the professional tool that you can give your hardest problems to. And
that writes high quality code in your enormous code base that is in fact not perfect right now. So yeah, |
think if you're going to try Codex, you want to try it on a real task that you have and not necessarily dumb
that task down to something that's trivial, but actually a good one would be you have a hard bug and you



don't know what's causing that bug and you ask Codex to help figure that out or to implement that the
fix.

AR ERIE:

HIREHMEAXNEE, AAZE Codex WRIEHDARAERMENES, XS5HM—EHEZEEEERRE.
BLETARAESE: “WE, tHREMNBEREHFE, HEREE TR SRAA, BEEEFERXTI
B,” MENWE Codex WERRBILEMN— P ELTER, (RAILUERMENRERSAE, CREMEAEB
HATENRBERRESHENRD. P, WMRMEZIR Codex, RIZERRKE. BERLEMENES LZ
i, MABIBERRABIEINE, —MRIFNFIFE: MBE—MRMEER bug, FRIERE, fRik Codex #
AR HE RIEE,

(01:04:00) Lenny Rachitsky

English:

I love that answer. Just give it to your hardest problem.
R EE:

RERXTEE, BEEERENEAELTE,

(01:04:03) Alexander Embiricos
English:

| will say if you're like, "Hey, okay, well, the hardest problem | have is that | need to build a new unicorn
business," obviously that's not going to work. Not yet. So | think it's like give it the hardest problem, but
something that is still one question or one task to start. That's if you're testing and then over time you can

learn how to use it for bigger things.
FpERIE:

BIRFN, MRMFER: 1R, REENADERKRFEZL—MRRASEL" , WEATAE, ELUER
RMTo FRLL, HERENNE, ERFEM—TEENRBAKES 8. X2HXNLM RN, &I EH
1%, R UFSMERAELEERNES,

(01:04:25) Lenny Rachitsky
English:

Yeah. What languages does it support?
FRCEIE:

BAH. EXHREIES?

(01:04:27) Alexander Embiricos
English:

Basically, the way we've trained Codex is there's a distribution of languages that we support and it's fairly
aligned with the frequency of these languages in the world. So unless you're writing some very esoteric
language or some private language, it should do fine in your language.



FRZERIE:

B L, FTIZ Codex WA RRBXIF—RINES N, XEXEESEET LRERMRMAS -5, AL
MRS —LEIFELRNNESHEMLEIES, SNERFRIIES LVZRIMRF.

(01:04:41) Lenny Rachitsky
English:

If someone was just getting started, is there a tip you could share to help them be successful? If you could
just whisper a little tip into someone just setting up Codex for the first time to help them have a really
good time, what's something you would whisper?

AR ERIE:

MRBARIFFAER, (REEDZE—NEEBIMtIRINRIMIRIG? WNRIREEXTSE—RKE Codex BIAMHHIR—T/)
B LB REFRERE, RERHA?

(01:04:54) Alexander Embiricos
English:

I might say try a few things in parallel. So you could try giving it a hard task, maybe ask it to understand
the code base, formulate a plan with it around an idea that you have and kind of build your way up from
there. And the meta idea here is, again, it's like you're building trust with a new teammate. And so you
wouldn't go to a new teammate and just give them like, "Hey, do this thing. Here's zero context." You
would start by first making sure they understand the code base and then you would maybe align on an
approach and then you would have them go off and do bit by bit. And | think if you use Codex in that way,
you'll just naturally start to understand the different ways of prompting it because it's a super powerful
agent and model, but it is a little bit different to prompt Codex than other models.

FROCENIR:
2, FRHTHILGS. MEULUAEAE—TRENGES, LIt eR@RAIEE, BRMRNEENE—E

HIE—NiTR, AEMBEFEZD RN XENZOEIER: MEES—MIARZILER. (RASEE
WK TR, BXHE, EREBANZ.” MILHRMNIBMRAEE, AEMAEER—H, Bitft

HBRRARE EAFNIEE, B127R Codex WA S HMIEAHIIRERE.,

(01:05:38) Lenny Rachitsky
English:

Just a couple more questions. One, we touched on this a little bit, as Al does more and more coding,
there's always this question of, "Should | learn to code and why should | spend time doing this sort of
thing?" For people that are trying to figure out what to do with their career, especially if they're into
software engineering computer science, do you think there's specific elements of computer science that
are more and more important to lean into, maybe things they don't need to worry about? What do you
think people should be leaning into skill-wise as this becomes more and more of a thing in our
workplace?

FROCENIR:



REFENARM, F—, RINERIRED, HE A REHIRIBEREZ, S2EXE—E#E: “BREE

FIRIET? AT ATBEENEHMXHE? 7 W FREEEMMBRLEENA, TEERHRGIRENHENR

FRABON, RAANTENHZRPLERETRELTSERBER, WEATEABEFELL? S Al ER
TISHREEE, MANAEREER BN ZE AT BHF?

(01:06:11) Alexander Embiricos
English:

| think there's a couple angles you could go at this from. Well, the easiest one to think of at least is just be
a doer of things. | think that with coding agents getting better and better over time, it's just what you can
do as even someone in college or a new grad is just so much more than what that was before. And so |
think you just want to be taking advantage of that. And definitely when I'm looking at hiring folks who are
earlier career, it's definitely something that | think about is how productive are they using the latest tools?
They should be super productive. And if you think of it in that way, they actually have less of a handicap
than before versus a more senior career person because the divide is actually getting smaller because
they've got these amazing coding agents now. So that's one thing, which is, | guess the advice is just learn
about whatever you want, but just make sure you spend time doing things, not just fulfilling homework
assignments, | guess.

(01:07:11):

| think the other side of it though is that it's still deeply worth understanding what makes a good overall
software system. So | still think that skills, like really strong systems engineering skills, or even really
effective communication and collaboration with your team, skills like that | think are important or are
going to continue to matter for quite some time. | don't think it's going to be all of a sudden the Al coding
agents are just able to build perfect systems without your help. | think it's going to look much more
gradual where it's like, okay, we have these Al coding agents, they're able to validate their work. It's still
important.

(01:07:51):

For example, I'm thinking of an engineer who was working on Atlas, since we were talking about it, he set
up Codex so that it can verify its own work, which is a little bit non-trivial because of the nature of the
Atlas project. So the way that he did that was he actually prompted Codex like, "Hey, why can't you verify
your work? Fix it," and did that on a loop. And so you still, at various phases, are going to want a human in
the loop to help configure the coding agent to be effective. So | think you still want to be able to reason
about that. So maybe it's less important that you can type really fast and you understand exactly how to
write... Not that anyone writes a 4H loop or something, or you don't need to know how to implement a
specific algorithm. But | think you need to be able to reason about the different systems and what makes
a software engineering team effective. So | think that's the other really important thing.

(01:08:40):

Then maybe the last angle that you could take is, | think if you're on the frontier of knowledge for a given
thing, I still think that's deeply interesting to go down, partially because that knowledge is still going to
be... Agents aren't going to be as good at that, but also partially because I think that by trying to advance
the frontier of a specific thing, you'll actually end up being forced to take advantage of coding agents and

using them to accelerate your own workflow as you go.
FREiE:

HIAARLUMINAERE. B, REBEN—RMEM—D “1T51E” (doer), MERIZEEATSEAK
9%, BMERAFENNEE, MNFEHELLUANZES. FIUMRNEZZSFBAX—R. SHRBERGHA



B, REESEER: MIERASRMIANSEESES? I ZEEEENN. MXTMHESE, 5HXFRALHE
tb, \IANSBEHILTNT, AAFT7TXEMTNRIZEEMER, ZEEEERE . FIUBNE: FREFENEM
Reg, BRETEREE “Q B8, MAUNETHREL,

(01:07:11):

S—HH, RNER “TARFNBERGRR" DAIFEENE. HMAINN, GERANAFIEERSN, &
ESHANHITERADEM N, XEREETHIK—BNERBEEXREE, TN Al FESEESRA
[EFRETER B ALBYNER THRETENRS, XeE—MMERERE: KB T Al RIZEEEE, EN18E
WIFB K I, EXMAREER.

(01:07:51):

AT, HABE Atlas TEN—B TN, MigET Codex iLEREWIEBSHNIIE, BT Atlas IIBRMR,
EHAEZ. MWHIMERRTR Codex: “IR, RAMFATRBIIEBECHNIIE? BEE” , ARRBHTHRIT. Fi
L, EEINEL, RINARE “AZEE” (humaninthe loop) REBNEEERZSEAEESN. RNAHR
BAREWIEE, BIFTFRAR. EEHEBEMBIEEFABBAEE, FEAFEMENASEMEMSE
Bk, BRFEEREBNTRRLGHITHE, AEBETAL—TREIRERANESEN. XRF—TER.

(01:08:40):

Ra—TAER: NRMATENTIBEIREDS, TN RANERHDAFEEEN . BRREZEEEEX

LRUARIR ERRBAR, Z—ERRER, EREHEENEMRFNARERET, REFLISHEF AEES

REMRRINEIRE 2BV TIFH.

(01:09:09) Lenny Rachitsky

English:

What's an example that when you talk about being at the frontier of something?
HRCEIE:

REEENRT “RFESERFIE" BVBIFIT?

(01:09:12) Alexander Embiricos
English:

Codex writes a lot of the code that helps manage its training runs, the key infrastructure. We move pretty
fast and so we have a Codex code review is catching a lot of mistakes. It's actually cause some pretty
interesting configuration mistakes. And we're starting to see glimpses of the future where we're actually
starting to have Codex even be on call for its own training, which is pretty interesting. So there's lots
there.

AR ERIE:

Codex 5 7 AEFEBEEHINFTITHNN, BWMEXENEMIRM, FIIEERIR, PRUIKINTA Codex i#
THEHE, eAATRZHER, BEER—LIFEAENEERIR. RIFHBEIIRRNHER: Codex BEFF
wmheECrllgdE B , XFEEEB. XHEERSFLEN.

(01:09:38) Lenny Rachitsky

English:



Wait, what does that mean to be on call for its own training? So it's running, it's training and it's like, "Oh,
something broke, someone needs..." And does it alert people or it's like, "Here, I'm going to fix the
problem and restart"?

FhSCERIE:

L%, CNCACHIGEI BEHAEE? BREEST. BilG, ARTEN W, HKET, BEE
A, ERIBERAK, BRH “RRESAEHER ?

(01:09:47) Alexander Embiricos
English:

This is an early idea that we're figuring out. But the basic idea is that during a training run, there's a
bunch of graphs that today humans are looking at and it's really important to look at those. We call this

babysitting.
R EIE:

XR—TEINEERENRRRE, E4ABRE: Fill4iEiTHE, B RZEREMEFEALEITEEN,
MBTEEFEEEE, RINEXM “B&F" (babysitting).

(01:09:59) Lenny Rachitsky

English:

Because it's very expensive to train, | imagine, and very important to move fast and-
R EE:

ERGIEBE R, B[, MARREHEEEE -

(01:10:03) Alexander Embiricos
English:

Exactly. And there's a lot of systems underlying the training run. And so a system could go down or there
could be an error somewhere that gets introduced. And so we might need to fix it or pause things or, |
don't know, there's lots of actions we might need to take. And so basically having Codex run on a loop to
evaluate how those charts are moving over time is this idea that we have to how to enable us to train way
more efficiently.

FROCENIR:

i, WEHESITERERZRERS. X TRAAUESEN, HEXMMASINT HIR. HIMTEFEEE
E. HFE, WEBRMEMITE. FTLL, ik Codex BIFETTHRITMXLEE R BMEXES, MENT LT
NaEE BRI TIIZR.

(01:10:26) Lenny Rachitsky
English:

| love that. And this is very much along the lines of this is the future of agents. Codex isn't just for building
code, it's a lot more than that.
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o XIFEFE “BreARFK X—RB&. Codex MYNENTENRNE, ERNARZEALETIL.

(01:10:34) Alexander Embiricos
English:
Yeah.

FRCERIR:

=0

(01:10:36) Lenny Rachitsky
English:

Okay, last question. Being at OpenAl, | can't not ask about your AGI timeline and how far you think we are
from AGI. | know this isn't what you work on, but there's a lot of opinions, a lot of, | don't know, timelines.
How far do you think we are from a humanly human version of Al, whatever that means to you?

AR ERIE:

4%, mE—NR. BEFATE OpenAl, IARERIEMRAY AGI BB, WURIRIANERANTE AGI EE Zix. HIEX
TR G, EEREMRMETEL, RUAABNE—D “GA—BFHALER (TRMREAENXE)
rHEZzm?

(01:10:56) Alexander Embiricos
English:

For me, | think that it's a little bit about when do we see the acceleration curves go like this? Or | don't
know which way I'm mirrored here. When do we see the hockey stick? And | think that the current limiting
factor, | mean, there's many, but | think a current underappreciated limiting factor is literally human
typing speed or human multitasking speed on writing prompts. And like you were talking about, it's like
you can have an agent watch all the work you're doing, but if you don't have the agent also validating its
work, then you're still bottlenecked on can you go review all that code?

(01:11:29):

So my view is that we need to unblock those productivity loops from humans having to prompt and
humans having to manually validate all the work. So if we can rebuild systems to let the agent be default
useful, we'll start unlocking hockey sticks. Unfortunately, | don't think that's going to be binary. I think it's
going to be very dependent on what you're building. So | would imagine that next year, if you're a startup
and you're building new pieces, like some new app or something, it'll be possible for you to set it up on a
stack where agents are much more self-sufficient than not. But now let's say, | don't know, you
mentioned SAP, let's say you work in SAP, they have many complex systems and they're not going to be
able to just get the agent to be self-sufficient overnight in those systems. So they're going to have to
slowly maybe replace systems or update systems to allow the agent to handle more of the work end to

end.

(01:12:22):



So basically my long answer to your question, maybe boring answer is that | think starting next year,
we're going to see early adopters starting to hockey stick their productivity. And then over the years that
follow, we're going to see larger and larger companies like hockey stick that productivity. And then
somewhere in that fuzzy middle is when that hockey sticking will be flowing back into the Al labs and
that's when we'll basically be at the AGlI tier.

FROCERIR:

MEFKY, XEURTRIVAREIIERHLZNE - RFNERLEREEAFRERN - AHEE "R
1% K. FANBERBREERZRERS, E— T REGNRARHLBALRNITFRE, HEALESR
AN SESBIEERE, MERRD, RETLOLERANRIRMEBIFAELLE, ENREEATERNIIES
CHIME, ROAZRE “RETREEHEFMABEARE" X MR L,

(01:11:29):

FRUENMRE, BINFEIEALBIRTHIALGIMFHILIE TR T MNEF= HBIF PR R, MNREK
MNEEER RS, LERARIAMZERN, BN EEIBHBLIVERK. FENE, RPINAXZIFE
BIE/. BIANARXBAREE LEURATIRENEM 4. HIKEAE, MRMREB—RVCIRE, EEWERKRA
(Eb4n# App) , fRETRERILAE— M EREFEEBS B EIRAK LIETT. BINRIRTE SAP XEFREIFSER
RENAT LI, SBRETATRE—RZEEXERGPRIBLBRE. MNBISISEMNERZRLS, 1LE6E
RBEAM IR ZIm B IHAY T1E,

(01:12:22):

FREL, WFREE, HNKREEE (BIFERE) 2. HINAIMBERSE, BINSEBIRHEXAENES
HARBARNERK. FETRONEER, RMNIBIERERAN QB RIMXFIE K, MEIR- MRt
W, HXMEFENBELLEIRE Al ERERN, FIMERLEET AGI FIKT,

(01:12:48) Lenny Rachitsky
English:

I love this answer. It's very practical and it's something that comes up a lot on this podcast. Just like the
time to reveal all the things Al is doing is really annoying and a big bottleneck. | love that you're working
on this because it's one thing to just make coding much more efficient and do that for people. It's another
to take care of that final step of, "Okay, is this actually great?" And that's so interesting that your sense is
that's the limiting factor. It comes back to your earlier point of even if Al did not advance anymore, we
have so much more potential to unlock as we learn to use it more effectively. So that is a really unique
answer. | haven't heard that perspective on what is the big unlock. Human typing speed to review
basically what Al is doing for us. So good.

FRCERIR:

BREXXNEE, EFESRK, ERABTLELHMNIER, LLINEF Al MM —YFBFRTERVE EIFFE I
» BR—TEXRBMF. HRSHEBERNDTFRRAZNEE, BALAREESNE—EE, MLEBE&RE—D
“OK, XER&RHG? ” MESR—E%. RANXERFIER, XREB. XEETRZAHWSR: BIE A

FE#HY, MERNFIEAVMERE, HMNAEERWEBNAILUER, XR2—TIFERENEE, RiER

IrdxF “BARKO" BIXMAA: AXKEE A TIERRMETFRE. XFT,

(01:13:31) Alexander Embiricos

English:



Okay, Alexander, we covered a lot of ground. Is there anything that we haven't covered? Is there anything

you wanted to share, maybe double down on before we get to our very exciting lightning round?
R EIE:

4, Alexander, 1M TRZ, EEMHAKIEIG? EHFNEGERA BRI ZE], REFTAERDZRE
HIng?

(01:13:43) Alexander Embiricos
English:

| think one thing is that the Codex team is growing. And as | was just saying, we're still somewhat limited
by human thinking speed and human typing speed. We're working on it. So if you're an engineer or a
salesperson, or I'm hiring a product person, please hit us up. I'm not sure the best way to give contact
info, but | guess you can go to our jobs page, or do they have contact for you actually? Do listeners have
contact for you?

FRCERIR:

FRRB—=ZE Codex HIPAIEFEE K. IEMNFRIAFRiR, BAMLAERMEE LRRTAXBNBEZREMITF
BE. HIVEESHER. FRAMRIMFRIREM, HEAR, HEREETBBHITRAL, BERARK(] &F
RERMEBRALNNRES, FEMAIUEINBEE, HERREIRBEKRSD?

(01:14:10) Lenny Rachitsky
English:

Where they send me like, "Hey, | want to apply to Codex"? | do have a contact form at lennyrachitsky.com.

I'm afraid of all the amazing people that are going to ping me. But there we go, we could try that. Let's see

how that goes.
FhCERE:
IR LAGTIR “I2, FHABEIE Codex” ? FKTE lennyrachitsky.com LE—MBRERE, HESRELRXEX

ZMFBOAFKHT, ERNTLURE, BEERROM,

(01:14:20) Alexander Embiricos
English:

Okay. Or maybe an easier version, we can edit all that out or up to you. Yeah, or | would just say you can
drop us a DM. For example, I'm Embirico on Twitter, and hit me up if you're interested in joining the team.

AR ERIE:

. NEEREBER, RAIUERLTANTATAG, LUK Twitter IS 2 @Embirico, MRREMEMAE
PA, 1BEXHRFo

(01:14:33) Lenny Rachitsky

English:



What a dream job for so many people. What's a sign they... | don't know, what's a way to filter people a

little bit so they're not flooding your inbox?
R EIE:

WRZEARGAXEBERUKRNIE BAtmER Ll FZANE, BHFAFENURE—T, RSIREVUK
rEmAER?

(01:14:42) Alexander Embiricos
English:

So specifically if you want to join the Codex team, then you need to be a technical person who uses these
tools. And | think | would just ask yourself the question, "Hey, let's say | were to join OpenAl and work on
Codex over the next six months and crush it, what does the life of a software engineer look like then?"
And | think if you have an opinion on that, you should apply. And if you don't have an opinion on that and
have to think about it first, depending on how long you have to think about it, | guess that would be the
filter. I think there's a lot of people thinking about this space. So we're very interested in folks who have
already been thinking about what the future should look like with agents. And we don't have to agree on
where we're going, but | think we want people who are very passionate about the topic, | guess.

AR ERIE:

BERiR, SRR Codex FIBA, RETE—MERAXETANRARAG, FHABIRAILRE S —MaE:
“E, RIKFLMAN OpenAl HERE T RAINTME BT Codex ERIRAILN, BARFEIHIEIMHEESE

FAaFFr? 7 MRMAEMEEE SRR, MINZIZFRE. IRIFSBE LR, ERA8E EURTHRESZA),
PR TRIEATE. HINABRZEATEREXNTE, FRURIIHBLEEZEREZ “SReFRRBRRNIZE
7 MAFERHE, BRI F—EEETAEABLER—H, BRNFENXMERTH BN

(01:15:28) Lenny Rachitsky
English:

It's very rare to be working on a product that has this much impact and is at such a bleeding edge of
where it's possible. What a cool role for the right person. So it's awesome that you have an opening and
this audience is a really good fit potentially for that role. So | hope we find someone, that would be
incredible. With that, we've reached our very exciting lightning round. I've got five questions for you,
Alexander. Are you ready?

FROCENIR:

BEE— Nt E X B Frlge Rarai = m T 1E, mﬂF.%fr—J'_'E’Jo WFEBAFKN, X2—NE
FHRNAE, REMRITEIRUTHR, MEAEZENRRPTEGIEESENAL. FERNERIEDA, BB
KIET, EBETER, BITFNBENANERIAT, HBEANRIBERIER, Alexandero R TE?

(01:15:54) Alexander Embiricos

English:

I don't know what these are, but I'm excited. Let's do it.
A ERiE:

BANER AR, BIHEME, Fial



(01:15:57) Lenny Rachitsky
English:

They're the same questions | ask everyone except for the last one. So probably not a surprise. | should
probably make them more often a surprise. Okay, first question, what are a couple of books that you
recommend most to other people, two or three books that come to mind?

AR ERIE:

BT &RE—T, EEEHRSIANERR, FRUARTERERE. RUENZZEERIRE. &, F—NF
A REHEFLIANBERLE? NEFFNR=2,

(01:16:12) Alexander Embiricos
English:

| have been reading a lot of science fiction recently, and I'm sure this has been recommended before, but
The Culture, | think it's lan Banks is the name of the author. Part of why | love it is because it's basically
relatively recent writing about a future with Al, but it's an optimistic future with Al. And I think a lot of sci-
fiis fairly dystopian. But the joke, at least on The Culture subreddit is that, let me see if | can get this right,
it is a space communist utopia, or | think it's a gay space communist utopia. And | just think it's really fun
to think about, to use The Culture as a way to think about what kind of world can we usher in and what
decisions can we make today to help usher in that world.

FROCENIR:

HERIMETREBL N, BBEXEBUNSEEAESED, ME () (The Culture) R, (FEZRF
B - M5 (lain M. Banks), ZEXENEDRER, ERENBIEMNXT AIRRNES, MER—1 /K
MBIRFK. FIAARSBLINREEL R SR BE (X)) B Reddit fRR EE—1KIE (BIRAETRER
) BB REHFEXNSGHER , FFHE “FAETAZTHEEXEHER . ARBDE (XA) &7
RE®, JUBLBZRNTTUFBHAENER, RIS KA UL RE REEBF B M R

(01:17:02) Lenny Rachitsky
English:

Wow. | don't think anyone's recommended that. | know you're reading, you've mentioned before | start
recording, Lord of the Rings right now. If you want another Al-ish sci-fi book, have you read Fire Upon the
Deep?

AR ERIE:

HE, FREEEABREIXD. HAEMRETR (L), REFMREL, NRMFEES—AXTF Al R4
B, Rz CRMLERIAD (Fire Upon the Deep) 15?

(01:17:15) Alexander Embiricos
English:
No, | haven't.

FROCENIR:



peacbuss

(01:17:15) Lenny Rachitsky

English:

Okay, it's incredibly good. It's like a sci-fi space opera sort of epic tale with super intelligence.
R EE:

4%, BEBEER, ERE—EHXTBREENHIRTRELITF.

(01:17:25) Alexander Embiricos
English:
Cool.

AR ERIE:

H
Ho

(01:17:25) Lenny Rachitsky

English:

Yeah. Mostly not optimistic, but somewhat optimistic.

(01:17:30):

Okay, next question. Is there a favorite recent movie or TV show that you've really enjoyed?
R EIE:

Tl REBDAFM, BHERRIELTI .

(01:17:30):

%, TN, LB AIFEERIER S EMRRD?

(01:17:36) Alexander Embiricos
English:

Yeah, there's an anime called Jujutsu Kaisen, which | really like. Again, it's got a slightly dark topic of
demons. But what | love about it is that the hero is really nice. And | think there's this new wave of anime
and cartoons where the protagonists are really friendly and people who care about the world rather than
being sort of, if you look at some older anime that started the genre, there's Evangelion or Akita and those
characters, the protagonists are deeply flawed, quite unhappy. They didn't start the genre, but it was a
trend for a while to poke fun at the idea that in these cartoons the protagonist was very young, but being
given a ridiculous amount of responsibility to save the world. So there was kind of a wave of content that
was critiquing this by making the character basically go through serious mental issues in the middle of
the show. And I'm not saying this is better, but at least it's quite fun to have these really positive
protagonists are just trying to help everyone around them.

AR ERIE:



B0 (FRAREED (Jujutsu Kaisen) B9E08, HRER. BATCHNEMXTEE, A-RE, EREXE
TREANEAAENRY. HANMEE—RIRY, thEENTATRIFERL, BROMFHA. MIMRIF
FLRHNZRNE, bl (FFttLESAE) (Evangelion) 3¢ (FIEHL) (Akira), BBEEHILHRZIM
GRFE, FFERRE. BBR—MEE, NRBLEILFHNERHABIRMHREENIRE, FAIUE—KIEmET
I ABERPOEFE R —R. RFARRNENEY, EEIXLERRFE L. RBFEHFLANER,
EDREREEN.

(01:18:43) Lenny Rachitsky
English:

| love how much we're learning about your personality hearing these recommendations. Nice
protagonists, optimistic futures. | like the [inaudible 01:18:53].

FRCERIR:
HEWBTXEEEFR TR ME. ERNEA, FMHRK. HERZIMHXIE,

(01:18:53) Alexander Embiricos

English:

I think if you don't believe it, you can't will it into existence. So you need a balance.
FREiE:

BINAMFRAHEEE, RREELERAIME, UFE—MHEE,

(01:18:57) Lenny Rachitsky
English:

This is your training data.
(01:18:59):

Is there a product you recently discovered you really love? Could be an app, could be some clothing,
could be some kitchen gadget, tech gadget, a hat.

FhCERIE:
XL IRE NEEE"
(01:18:59):

BREERBERIAARANERN~m? FJUZ App. )Bk. HEAR. B~ miE—TuEF.

(01:19:09) Alexander Embiricos
English:

Yeah, so | have been quite into combustion engines and cars. Actually, the reason | came to America
initially was because | wanted to work on US aircraft, but now | work in software. And so for the longest
time, I've basically only had quite old sports cars, old just because they were more affordable. And then
recently we got a Tesla instead. And | have to say that | find the Tesla software quite inspiring. In



particular, it has the self-driving feature. And I've mentioned a few times today, | think it's really
interesting to think about how to build mixed initiative software that makes you feel maximally
empowered as a human, maximally in control, but yet you're getting a lot of help. And | think they did a
really good job with enabling the car to drive itself, but all these different ways that you can adjust what
it's doing without turning off the self-driving. So you can accelerate, it'll listen to that. You can turn a knob
to change its speed. You can steer slightly. | think it's actually a masterclass in building an agent that still
leaves the human in control.

AR ERIE:

28, BREOXARIASEREME, AXREVIREZERFANEBMEXZECHHNAR, EREREHR
fro REK—ERBIEE, ZRIFSELLRIBIEE. RIERIHRT -5, JOI08R, FHHRRAIEER
BRAM. BB ENEHBERINEE. HORREEIF/LR, BENEHEE “BEE6E” RHFEEEE—
EILRENALRBEIREAZEMIEEE, AERAEENERN, RRXEETAENHR, FIANMIEL
AEEDBERSEMERG, RALLLEIEMANFABREHNTAMERXABDSHE: RELUMNE, EX0A
M IRET ARSI ECA R E ; IR LUR RS ME. FIAAXEME “EALRRHTERE A" HEEMKID
LT

(01:20:21) Lenny Rachitsky

English:

This reminds me Nick Turley's whole mantra is, "Are we maximally accelerated?"
FRCERIE:

XA Nick Turley B9OK#:  “HIRERAEZEMANE TIH? °

(01:20:26) Alexander Embiricos
English:

Yeah.

FASZEIE:

==

(01:20:26) Lenny Rachitsky

English:

Feels like it's completely infiltrated everything at OpenAl, which makes sense, that tracks.
(01:20:32):

Two more questions. Do you have a life motto that you often think about and come back to in work or in
life that's been helpful?

FhERIE:
RIXMBEERTLEEHR OpenAl VA FHEE T, XREIE,
(01:20:32):

RERNEE, MERBETANERS, RMELFREEPLEREARSREEE?



(01:20:39) Alexander Embiricos
English:

I don't know if I have a life motto, but maybe | can tell you about the number one company value from my
startup.

FRSCERIE:
BAMEREEEANERS, BRITUSFFEBRICIATRLSNEWR,

(01:20:45) Lenny Rachitsky
English:

Love it.

P ERE:

KIFT o

(01:20:46) Alexander Embiricos

English:

Which is still something that sticks with me, which is to be kind and candid.
FROCENIR:

EESNEMER, FrE: KEHEH (Kind and Candid),

(01:20:51) Lenny Rachitsky

English:

That tracks. Kind and candid. Wow, that's a great combo.
R EIE:

XRFEMRNNE, KEBBE, E, AR MTENAS,

(01:20:54) Alexander Embiricos
English:

Yeah. And we had to put them together because we, as founders, realized that we often would be nice and
it wasn't actually the right thing to do. We would delay the difficult conversations and we were not
candid. And so every time we would remind ourselves of this motto and then we would become more
candid. And then six months later, we would realize that we were in fact not candid six months ago and
we needed to be even more candid. So then the question is like, "Okay, how should we be candid?" It's
like, "Okay, well, let's think of being candid as an act of kindness," but also think of that both in terms of
doing it and willing ourselves to do it, but also in terms of how we frame it as people.

FROCENIR:



Bl HMNGITRENBE—, RAFALIRA, RMNTIRAFKNEEANTRIARF KE MKEMERD
Fo BANSHERRMERIIE, FEEE. FAIUSXENBAXMSRES S, ARERFERH. B TA
&, HMNERZMALARTBRINE CERABIER, RINFEEH#A—D, FRUEEMERT: “OK, F&i1&m
EEIEE? 7 FRE: 9B, ILRMEEREFR—FMEENTH , FMUEREBECEM, TEREF
A—PAEMAEREE,

(01:21:32) Lenny Rachitsky
English:

That is a beautiful way of summarizing how to lead well. What's the book about challenge directly but

care deeply? Radical Candor.
FRCERIE:

X2 INAMSHN— N EERENRLE, BAXT “BEEHSERTXT BBUFARE? (HKEIR)
(Radical Candor) .

(01:21:43) Alexander Embiricos
English:

Yeah, yeah.

FREiE:

X, o

(01:21:44) Lenny Rachitsky

English:

So it's like another way of thinking about Radical Candor.
(01:21:46):

Okay, last question. | was looking up your last name just like, "Hey, what's the story here?" So your last
name is Embiricos, and | was talking at ChatGPT and it told me the most famous individuals with the
surname are the influential Greek poet and psychoanalyst Andreas Embiricos and his relative, the
wealthy shipping magnate and art collector, George Embiricos. So the question is, which of these two do
you most identify with, the Greek poet and psychoanalyst or the wealthy shipping magnate and art
collector?

FhaERIE:
FrLUX@xt “BIEIER B —MHEREAR.
(01:21:46):

%, &Ra—NR. RET—TIRHNKK, BEEBTAER. REVER Embiricos, AT ChatGPT, €&
IFRX MR REREZNAMEREZ N NBREFTAFRBEH DT FR Andreas Embiricos, LURMBEIFRE —
EENMIERKFRZAUGER George Embiricos, FrLARIEZE: RIEFEHCSEGH—1? FREISAREHDN
FR, EEEENMEATRZAURER?



(01:22:19) Alexander Embiricos

English:

I think it's going to have to be the poet because he loved the island that our family's from.
R EE:

BENZERMUIFA, RAMREERIRIEERIVAE 15,

(01:22:27) Lenny Rachitsky

English:

Wait, you know those people? Okay, this is not news to you. Okay.
HRCERIE:

FF, MRARXEAN? 708, XIHRFIRAEHE.

(01:22:30) Alexander Embiricos

English:

Well, | mean, it's an enormous family. But it's like Greek, so these big families, everyone's your uncle.
R EiE:

B, XB—TMRANKE. BEAW, IHAREKES N ATSZIRIRRER.

(01:22:30) Lenny Rachitsky
English:

Love this. Okay.

R ERE:

KET o

(01:22:36) Alexander Embiricos
English:

You know what | mean? My mother's Malaysian and also everyone is my uncle or aunt in Malaysia too, if

that makes sense.
FRSCERIE:
RIERERIE? RFFERDRATA, EIRALTAL, B8N ABEEIHRAINI IR,

(01:22:42) Lenny Rachitsky
English:

Yeah.



FRZERIE:
=N

(01:22:43) Alexander Embiricos
English:

But yeah, he loved this island that the family initiated from. | believe, | don't actually know where that's
shipping magnate lived, | think it was New York or something. But anyway, we all came from this island
called Andros, which is a really beautiful place. And it's like there's more livestock there than humans. Not
too many tourists go there. But | think part of what | think is really cool is he published a lot and a lot of

his writing is about the beauty of that island, which I think is super cool.
R EIE:

2, WREERKERNAETD. BRELFTNERUMEAFEEBE, HBAERRANZEN. 22, &
&R E— I ULEZH (Andros) S, BENEREEWEMTS, BENUEILALS, BEHLFZ, RE
FREN—RZE, WARTRSER, HPRSMEMSRTBHIEN, XENRE

(01:23:12) Lenny Rachitsky
English:

Wow, that was an amazing answer.
(01:23:14):

Two more questions, where can folks find you if they want to follow you online and maybe reach out? And
then how can listeners be useful to you?

FRZERIE:
i, XMEIEXET .
(01:23:14):

REMNEE: MRAFEEM EXEMREXRIR, ATUEMEREIR? B5b, FARAANEEZR?

(01:23:20) Alexander Embiricos
English:

I'm one of those people who has social media only for the purposes of having work. My phone turns black
and white at 9:00 PM at night. But yeah, so Twitter or X, @Embirico. And yeah, if you post in r/Codex, I'll
probably see it. So you can go there.

(01:23:40):

How can listeners be useful? | would say please try Codex, please share feedback, let us know what to
improve. We pay a ton of attention to feedback. | think, honestly, the growth has been amazing, but it's
still very early times, so we still pay a lot of attention and hope to do so forever. And also, | would say if
you're interested in working on the future of coding agents and then agents generally, then please apply
to our job site and/or message me in those social media places.

AR ERIE:



REBMIBANT TEA BARERA. HHNFVBRLE 9 fMaERERBER. ~d, Y Twitter/X KS 2
@Embirico. 5351, WRIRTE r/Codex &b, BAMMKERE,

(01:23:40):
IFAR Bl LASNMEI A B3R ? FARWL, B=AfEA Codex, BERZERT, SFRINWERTESUH. RIMNEERENR
e BRUL, RBAEKREIIRA, EME T‘Lﬂzfﬂi%iﬁﬁ FRAFAMDAER X ER TG, HHEXTL, 5

5, MRIFEHBRRRZE A UKRBAEERENARE, BHRIFRIIVRM, HEEAREF LLRKHE
Bo

(01:24:10) Lenny Rachitsky
English:

Alexander, this was awesome. | always love meeting people working on Al because it always feels like this
very, | don't know, sterile, scary, mysterious thing. And then you meet the people building these tools and
they're always just so awesome, and you especially, just so nice. And like the examples you shared,
optimism and kindness, this is what we want to be. These are the kinds of people we want to be building
these tools that are going to drive the future. So I'm really thankful that you did this. I'm grateful to have
met you, and thank you so much for being here.

AR ERIE:

Alexander, XX#E T, H—EHRENLEIRME Al TEHA, EHAIFEREGEE—TK2. AIE. HHEIR
7, ESRREMEIETARNAN, IZE2Batit, LTHEMR, ARNRE. MEMRIENFF: KN
MEE, XMEHNMTBERANEFF. BMNFEEXIFNARMREDRKNTE, FERBSHIRSIMXRN
%, REFMIARMR, BHEREER,

(01:24:45) Alexander Embiricos

English:

Yeah, thanks so much for having me. This was fun.
R EE:

=0, ERREBIFR. XEEH,

(01:24:48) Lenny Rachitsky
English:

Thank you so much for listening. If you found this valuable, you can subscribe to the show on Apple
Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a rating or leaving a review
as that really helps other listeners find the podcast. You can find all past episodes or learn more about the
show at lennyspodcast.com. See you in the next episode.

FROCENIR:



EERGEHUIR, WMNREHFAATHEENE, TJLATE Apple Podcasts. Spotify S fE&EIRIIBE RN T
B s, BEERBEMNTEPXBZTIFIL, XEMAMPBEHHMARLZNXINEER, B UE
lennyspodcast.com ¥ EIFF BT B THRESZES. THHEBWL.



