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This is the complete bilingual transcript for Lenny's Podcast featuring Aparna Chennapragada (CPO at
Microsoft).

[00:00:00] Aparna Chennapragada
English:

| have a cheesy Chrome extension. Literally whenever | open a new tab, it just says, how can you use Al to

do what you're going to do right now?
FRERIE:

FET—ME “L£” B Chrome fliff. FEER L, S8E3FITF—THTRER, EMIER: MREEMEY
=, 'EAM AIK5T?

[00:00:06] Lenny Rachitsky

English:

How do you see the future of product development being different?
R EE:

RIANRRKOZmARZEHATRE?

[00:00:09] Aparna Chennapragada
English:

If you're not prototyping and building to see what you want to build, | think you're doing it wrong. It
becomes even more important to have that territorial and taste-making at the heart of it because,
otherwise, you just have a Frankenstein product.

FRCERIR:

IRIRF B REIGIH AN SE PR R MR IR AR, FOANIMRBGERE T . ABEROIIBEAINMAKE
FEMEE, BN, MELXRFME—NME BPEN —FRHERE M.

[00:00:23] Lenny Rachitsky
English:
There's this acronym that you taught me, NLX. What is that?

AR ERIE:



MBI HR—TEEE, NLX. BEHARZER?

[00:00:26] Aparna Chennapragada
English:

Natural language interface. NLX is the new UX. Often | hear a product builders say, "Oh, yeah. With Al, the
model eats the products.” That doesn't mean it's not designed. You and | are having a conversation. It's a
podcast. I'll have another conversation at Microsoft and that's a meeting. Conversations also have
grammars. They have structures. They have Ul elements. They're invisible. What are the new principles,

new constructs in natural language as an interface?
R EIE:

BABERE (Natural Language Interface) . NLX L2 H#THI UX (BFALR), REBRI~=RFALER:
‘B, B7 A, BREREFR Tz 7 MRERKTERAFRER) . EXHFAEERECFEERIT. R
MBEERHE, XE—MEE, HENRBEI—MWR%, BRI MiFHE “BE , BEM, BUIT
£, AFIENZREN, B4, (EARENBAIES, ENFRENNIELEHTANRE?

[00:00:52] Lenny Rachitsky
English:

| just saw that Cursor hit 300 million ARR in two years. Interestingly, you guys were very well positioned to
do really well in this Al coding tool space. You guys had Copilot, the first tool in the world at this stuff. So
ahead of everyone, what happened?

FRCERIR:

HENIEE Cursor ERMENAET 3{ZEEH ARR (FELEMWN) . BBHNZ, R (ER/GitHub) 7£ Al
iz TROUEAZ SIERERNTS. /(18 Copilot, XBHFA LE—METH, WRABEAXLS, ERE
Frtar

[00:01:06] Aparna Chennapragada
English:

| would say...

FRERIE:

BERRZE

[00:01:08] Lenny Rachitsky
English:

Today my guest is Aparna Chennapragada. Aparna is chief product officer at Microsoft where she oversees
Al product strategy for their productivity tools and their work on agents. Previously, she was chief product
officer at Robinhood, vice president at Google, where she worked on Google lens, search, shopping,
augmented reality, Al assistant, and a lot more. She was also a long-time engineering leader at Akamai,

and on the board of eBay and Capital One.

(00:01:32):



In our conversation, we chat about how working in B2B is like being Jean-Claude Van Damme doing the
splits across two moving trucks, how she's operationalizing her team living in the future so that they're
building towards where things are going, why people still need to learn to code, why the PM role isn't
going anywhere, why NLX is the new UX, and so much more. If you enjoy this podcast, don't forget to
subscribe and follow it in your favorite podcasting app or YouTube. Also, if you become an annual
subscriber of my newsletter, you get a year free of a bunch of products including Linear, Superhuman,
Notion, Perplexity, and Granola. Check it out at lennysnewsletter.com and click bundle. With that, | bring

you Aparna Chennapragada.
R EIE:

SRIFEEE Aparna Chennapragada. Aparna ERMHHNERE~RE (CPO), ARKEE=HIAMA =&
RIS EER (Agents) FEIBNFA L. Ibal, E1EE Robinhood WEEFRE, AHWRIZHE, ART
Google Lens, #Z&. W4, BRIME. AIBIFEXRZIE, WX G KT Akamai BETREARFA, HER
eBay # Capital One WEEZEEM R

(00:01:32):

FERNEFR, FHANWE T E B2B TR TERMBRILE - =l (Jean-Claude Van Damme) TEMHRTTIERY
REZEEX,; WinEnLFAREEESR “EEEREK , NTPEESVMRENARABWESR, ATAANA
FEFIRZ; WHTAPM (FREE) ABFRER; ATANLXZHEIUX, URBEZRE. MNRIFEWX
MER, IS TESHANBEELAD YouTube EITHRMXF, Lthoh, MBREAKNEBANFEEITHAE, R
AR EFRE—EN—RTIFFM, BIF Linear. Superhuman. Notion. Perplexity #1 Granola. &iAiAl
lennysnewsletter.com # =& bundle &, THE, 1LFAIXP Aparna Chennapragada,

[00:02:11] Lenny Rachitsky (Ad Segment)
English:
This episode is brought to you by Eppo. Eppo is a next-generation AB testing and feature management

platform built by alums of Airbnb and Snowflake for modern growth teams. Companies like Twitch, Miro,
ClickUp, and DraftKings rely on Eppo to power their experiments... (00:03:28)

FRZERIE:

ETTEH Eppo B, Eppo 2H Airbnb #1 Snowflake MR &R AIMAIL K EPAITER T — AB MK FITHAE
BEETA, % Twitch. Miro. ClickUp #1 DraftKings iX # B9 A T #8 &k #t Eppo R Z F(1p9LE-----
(00:03:28)

[00:03:28] Lenny Rachitsky (Ad Segment)
English:

This episode is brought to you by Pragmatic Institute, the trusted leader in product expertise. Pragmatic
Institute helps product professionals turn ideas into impact through proven courses, workshops, and
certifications designed for real-world success... (00:04:35) Aparna, thank you so much for being here and
welcome to the podcast.

AR ERIE:

A& T BHH Pragmatic Institute 2B, ER~m%T WHIRTUHEFERNMATE. Pragmatic Institute B2
WIERVIRIZ. BHYSFAINE, BB mE L AR mI - (00:04:35) Aparna, IFERRSIIREE
FEXE, WDREAEE,



[00:04:35] Aparna Chennapragada
English:

Thank you, Lenny. Thanks for having me.
R EE:

BHEMER, Lenny, RiFHEIEK.

[00:04:37] Lenny Rachitsky
English:

When | asked a lot of people that work with you, what | should ask you about and what | should know
about you, something that came up again and again, it's something that | think most people don't know
about you, which is that you're big into stand-up comedy, and you take it semi-seriously. Just how
serious are you about this? How much of your life is this and most importantly, how does this help you
build better products?

FRCERIR:

HERAREMMBESHARZERMG A, ZTRIETAR, B—NMEEREHI, FERSHARTEHRA
B RIFEAERDOS (BOER), MEMBFAEMEBXEHE. REKREZINE? XHFETIREFENZD
Eeff)? REEMR, XIOAFEB ISR B~ m?

[00:04:59] Aparna Chennapragada
English:

It's hard to say I'm serious about a funny business, but | do watch and do stand-up comedy. | do open

mics. I've done a few shows.

FRCERIR:

R¥ERFXR—D BXRFL” RINE, EERHILEEREEREROS. REEZSMABRE (Open Mics),
HEIUHERBS.

[00:05:09] Lenny Rachitsky
English:

Wow.

FRERIE:

=+
I]:I: o

[00:05:09] Aparna Chennapragada
English:

| have one set brewing that is around Al, unsurprisingly Al and tech and Silicon Valley. It's really
interesting for me. This was an accidental discovery. | had always been an SNL fan and Discovery fan, but |
went to an open mic because my son sings, and he went to the open mic for singing and he is like, "Mom,



you should go do this." And | was like, "Oh, let me go give it a try," and | found that | enjoyed it and was
good at it. To your question though, about building better products, I'd say both have PMF, | mean,
product market fit, punchline market fit.

(00:05:49):

Actually, there are a couple of things that I do find really powerful and useful because in open mics or
even when you're testing these things, it's a very tight cycle of iteration, and you get live... Open mics are
the real live experiments. You put something out there, you get very clear micro feedback from users, and
then you get tough feedback sometimes. And | think as product builders, that's actually one of the great
skills to have, which is you sometimes launch stuff that have a fantastic vision, but the first version is not
quite there. And Reid Hoffman says this, "Hey, if you don't launch the first version and are not embedded,
you're doing it too slow." Just that gap in closing that, it's good resilience.

AR ERIE:

HRIETESE—EXT AINET, FHFAM, BXTF AL BERANESN. XMERHEEE, B—MEANL
M. F—EHRZ (ARTMTY (SNL) M (RFME) 9L, BESMAREZRRAARK)LFER, tMEFKE
B G, REZERR” H8: “DE, EHHE” GRRAUKEER, MEXRERK, EFRA
eI E N~ R, RRRMEEE PMF—RIBNEFmmiaREE (Product Market Fit) %=
HIHREE (Punchline Market Fit) o

(00:05:49):

Lhrt, BEUE/LREERAKBEER. AATEAREZERENRE TR, EXARIESEE, RIFEIXH
Y ARRREE FREMEELNINZLK, FME—ME, SMAURBBEFRIERBMNHRRT, ERNEEE™FE
MR B, FINREAFRIAEE, XEMFLEE—MEFEARNKEE: MENATENARARSERE, B —MhrdH

R5E%Eo Reid Hoffman iitid: “NRIRAHE—hRESLEREEM, RABIMRMEXRIET.” ENREGXTERIT
2, XMIMERER,

[00:06:30] Lenny Rachitsky
English:

Yeah. | never saw these corollaries between these two things. | didn't realize you actually did shows, and
you're working on a set. | wasn't going to ask you for a joke, but if you're working on a whole thing about
Al, is there something that you can share from that set?

FRSCERIE:
2H, RUBIMNEKEIMXME ZBIMXE, REEIREMEMNERY, THEESBRERT, RAFEITHEILR
WANEIE, ERAREES—BEXTF AINAS, SRS E—SEPNEF?

[00:06:43] Aparna Chennapragada

English:

One joke I'd maybe share is people think about these Al chat products as women because you don't know
what's going on. It's a black box, and you don't know what they're thinking. There's an entire set around

that, but obviously on the flip side too, that they're probably more like men in the sense that they
hallucinate a lot. They kind of are not yet reliable.

AR ERIE:



HAURE— AMNEEXE A MR mGzE, BARFERET 4, EMNMENREF, FAAE
EMNERfta. B—EERFEXTXMN. BEA, Nx—HEE, ENTEEREME, BNENEESE
“4I52” (Hallucinate, f§Al—ZNIEZZER/\@), MEBAEREALRE,

[00:07:12] Lenny Rachitsky

English:

I'm afraid to laugh with this a little bit. This is great.
FRCEIE:

BEBERTEERT . XXHET,

[00:07:16] Aparna Chennapragada

English:

And even when they don't know the answer, they make up stuff. They're very confident.
FRERIE:

MEREENTMEESR, BRER. ENFEERE.

[00:07:21] Lenny Rachitsky

English:

This is good. Where are we going to be seeing the show by the way?
R EE:

. IRER—T, HMNTARMERRERRIXTEL?

[00:07:22] Aparna Chennapragada
English:

TBD.

FREiE:

o

[00:07:24] Lenny Rachitsky

English:

Okay. This is great. Okay, let's get serious again. So you worked at most of your career at a lot of consumer
internet companies. You worked at Google, Robinhood, you're on the board of eBay, you're on the board

of Capital One. Now, you're at Microsoft. I'm curious just what is most different about working at a
company like Microsoft and building product at a company like Microsoft?

AR ERIE:



9, XRE, HMNEBTRIER MERVEENKS DN EMEBRREKMNAEIF. FESR.
Robinhood TFid, &= eBay M Capital One WEE, MAAIRERMIN. HRTFE, EMRXHFHIATIIF,
UREMBEm, RANTRZTA?

[00:07:46] Aparna Chennapragada
English:

| think intellectually | knew that, hey, enterprise, particularly the area that | look at most at Microsoft is
focused on enterprise and productivity and transforming companies through Al. And to me, | think two
things really strike as very different. One, in fact, | just posted about this the other day saying, in
consumer, you're kind of like, "Oh, we have a playbook for make the product work or make the feature
work and make it delightful," but I think in the enterprise, you almost have... Every time you think you
have one use case, you have really two, which is how do you make sure that the feature works well and
there's governance of the feature.

(00:08:25):

If you think about even something as simple as sharing a link to a document, you want it to be easy,
frictionless, but at the same time, you want that to be secure and safe and being able to have auditability
and all of those things. And often, | find that when you go from a consumer enterprise, you fall into a trap
of either disregarding that and say, "Oh, we'll just focus on one side of the house," or overly crippling the
user experience side and leaning on the other side. So | think there's an art and science and nuance and
playbook there too, so that's one big learning for me. The other learning, and especially in the Al era for
me has been about this... | think there's a famous trailer from the 2000s on Van Damme on these two
buses [inaudible 00:09:13] splits.

AR ERIE:

HREEE ERAE, g7 (Enterprise) , 453l BHAMMKENMN, B ETEW. EFHUNE
o AIERBAT, WEKR, BRRAIEERR. F—x, EMRLEFAIIRNLZIBXBETF: EEELR T,
ME—EILFAERMEETRIFAE<S AR “BlE" ; BEEWE~RHT, SSRUARE—TAMIN, E
R LB —BINAIHRRINEESF A, AR % Ihae#1T/832 (Governance).

(00:08:25):

BMfERGAEXHERXIFRENER, MELEEE. TER, EAMIXFAECERRETI RN, A&AH
HHEFESF, AW, BRMNERRFEZEEIRN, 2EREHEMH . BABMEE, 7 “BINRAXEAF
i BAXEHISSAFKE, TeflmaBik. i, XERBE-TIZR. BZ. ARHEMEE, X2
HHO—PEAWIR, Z—MER, B3R E AL, BXTF - FH 2000 FRBE—MERZHNMSH, H% -
SUTERIRI TR E 22 [EIMEE X

[00:09:14] Lenny Rachitsky
English:

Like doing the splits.

FRERIE:

U RESEE=E =

[00:09:14] Aparna Chennapragada



English:

Yeah, doing the splits, exactly. | feel like a lot of the companies, including the tech companies, but
certainly the enterprises that | talk to are in these two modes where one hand, this is the most
compressed tech cycle that we've ever experienced. It's in the order of weeks and months versus years
and decades. If you think about mobile and cloud and internet, and there's just so much happening, the
intelligence overhang. On the other hand, there's also humans and habits that... Productivity habits
change. It's hard to change and change management through the company is also hard. You don't want
to be rash on that. So it's like the future is unevenly distributed but even within the companies.

AR ERIE:

B0, MEBEX, RREREZAE, SFEMRAR, HAREREMNEL, HLFRMRNXFP: —FE, X
ERMNEZHINREEORELERR, BUBMNB AR, MABEXTF. BEBME. cMEKW, MER
ETXRZER, BelBER. 3—F@E, AXMIBR - EF=HIRRBENRE, REANTEEE (Change
Management) R, IR EEXFEIEZZR. FIll, KREFIIHHEN, BETLARARHZ WML,

[00:10:10] Lenny Rachitsky
English:

On the second bucket of the bus that Van Damme's riding on of governance and adoption and changing
behavior and stuff, is there something you've learned about how to get past that, help that along more?

AR ERIE:

XTEE - WHRENE _WMELT—8E. XANRBTAEFHE, MEREFIT AT ERRRXER
M, EBIFUERNE?

[00:10:10] Aparna Chennapragada
English:

The thing not to do is hold back folks who are early adopters. | think that's the other one learning. In fact,
| think that's one of the reasons why recently... I've been working with folks to say, "Can we have both,"
which is the longer-term change management, being able to do it in a trusted way, at the same time do
this program we are calling Frontier program and roll out cutting edge experimental features. We just
built this world's first deep research agent made for work, post-trained for work. And of course, it has all
sorts of edges, rough edges, but if there are only adopters in an enterprise or outside, how can we put
that in the hands of those folks without insisting that all of the company be completely developing
different muscles?

FROCERIR:

e IT R E T 2FESHRLE REARAE (Early Adopters) . XEHMB—1#ill, FL L, XWRAFALR
e B-EHENRSRY “GERERST | BEKEN. LAIEAFXHTHNEEEE, FNXET—T
FNIFFZ A “Frontier (FTR)” WVINE, HHRIFHIIOMINEE, HNMNNEET R EE—NEATIELIT
FIRERREREA (Deep Research Agent) , HH I TIEZHEHITT Bill%. HA, EXREZIMHIZIHNEAN
REAAARIM S, BINREWAEHIMEBE RIAREE, RIWAEIEXLREREMINIFH, MAMSEKEN
NEERILANE A H T2 R RIRIEES?

[00:11:14] Lenny Rachitsky



English:

This program Frontier you're talking about, | wanted to spend a little time on it. So what is the idea? The
idea here is people are working in this futuristic environment. How does that actually work?

FRZERIE:

fRIZEIBYX A Frontier BB, HEZERISEIH, e OEZRAA? BIEANE—FREEXFEH
TEIS? BAREAIRFR?

[00:11:14] Aparna Chennapragada
English:

Yeah, | think the idea is exactly this, which is | want to kind of institutionalize and operationalize my
personal model of living one year in the future and say, "What does this..." Imagine a company or a setup
like Frontier Consulting Group or Frontier Inc., right? And if you did live in that environment where you
had all the Al tools and really advanced deep research intelligence on tap, what are the kinds of questions
you'd be asking? What's the kind of work you'd be doing? How would you change how you're going about
your work day? So that's the premise and you'd say, "Hey, how does it change an individual?" But also
down the lane, we want to think about what does a Frontier team look like. We talk a lot about Frontier
labs and models. | think models layer is amazing and obviously that's what empowers all these product
building to happen, but | want to push us to think about what does a Frontier product look like? And
more importantly, how does a Frontier way of working like? What does a team with three people and tons
of compute and Al tools look like?

AR ERIE:

TR, ERERNM. HBBHENA “EEERR—F WRAFEUNZENL. BER—1E& “Frontier &if
£H” 5 “Frontier RF)" XFRINIM, JIB? MRIREEZEBNFRE, MFIEERPIEHN Al TRMLA
FHBREMRERE, (RREFAEMRE? (RIMWPHIIE? MIWMEREMESTEENSGN? X2
’Ro fR&IR: “XWMERENAN? 7 B, HINEBERZE “Frontier FIA” B 4aFxs. RIMNEE KL
Frontier RISEFRE, RERRE, EARCHWEETFAIAEXLE~RWE, BREBHENAKEZE Frontier
FmKta? EERNE, Frontier WNIELSRAZEFN? —MRE=ZTA, BREEEEH A TANH
PAB T AtFRy?

[00:12:20] Lenny Rachitsky
English:

So how exactly does this work? There's a team within Microsoft that's like your job is to use all of our
latest tools and build product using that. Does that work?

AR ERIE:

BERZELAEBIEN? HRABEAZE—THER, WINIERIERE &ME TR L RSES~m?
EXAEIE?

[00:12:29] Aparna Chennapragada
English:

That is the setup. We are just a few weeks into that setup, but meanwhile what we have done is we've
actually set up a fake company and said, "Hey, if you are somebody who wants to come play with some of



the cutting edge science projects and deep research agents and agents at work, come party here."
FRZERIE:

RSSRXMFIREN. HIAEITTUE. SRR, HAKFEEZIT—R “EMA7F" , Hiik: 1%, OX
AR ERIGHIRIFINE . REMRE AN TIESRRE, DRI EMNIER .

[00:12:51] Lenny Rachitsky

English:

Wow. And it's only a few weeks in. Okay, so TBD how it all goes.
FRCEE:

B, AFwR/UE. B, BERMEEERFUNE.

[00:12:54] Aparna Chennapragada
English:

Yeah. And again, these are micro... Let's see. The meta point here also is that in the traditional way, we've
kind of always thought about across the companies, across industries, really thinking about roll-outs in
these macro ways. You build something and you kind of roll it out, you have a general availability for, and
then you take the time. And that's really important too because, again, we are talking about pharma
companies, legal companies relying on this. So we do want to have that. But at the same time, given the
compressed cycles of Al, how do we start to have people experience what's the one year in the future?

FROCERIR:

TM. MH, XEZHMH----HMNEEH, XENZOMS (Meta Point) 2, £4tL, BRFE. BT, &
MNERUEMNARNBE LM, (FE—IKRAE, RARET, B—1 “EX&H (GA)” Mk, ARIEEHH,
XHRREE, RAFNKENZFRARE. FRRBRERXETR, FAURNFE™E, E51EEN, 5
FEEI Al IREEZEREE, BATAILANFFBER “RR—F" BER?

[00:13:42] Lenny Rachitsky
English:

Let's follow this thread in a few different directions. There's how product development changes, there's
how engineering changes. There's also just agents. | know you're spending a lot of time in agents, feels
like you're not an Al company these days if you're not working on agents or building an agent.

FRZERIE:

RNTAEXNRBENLDAERN. BEFmALNAEZE, TRMNANE, TEEEE (Agents), FAE
REEREE LT RS E, BRERETMRMAMREEAIEZEREE, (FAERE—KAI QT T,

[00:13:42] Aparna Chennapragada
English:
Lenny, you're doing this wrong. You didn't use the word agents so far into the conversation.

FRCERIR:



Lenny, fRXAFIIM, IZEIFERIRA E—RERE “Eaelk” XM,

[00:13:51] Lenny Rachitsky
English:

| try hard to push it out as far as | can. It's like every conversation in San Francisco, it's just like how long
until | start talking about Al? It's like three minutes. Average, | bet. Oh, man. Okay, so with agents, | know
that you're leading a lot of this work at Microsoft and a lot of people are wondering what the hell does
this mean? What is going to change? Give us just a glimpse into how you see the world being differentin a

world of agents being around more.
R EIE:

HRELEHER. MEERTUHNES—RIKE, AREBEBSAZFE Al HEFTHEFIGEM=2%. &,
R $FIE, XTFTEBEME, HAMEMENRAFRESXAEHLIE, REABELR: XREKEFTA? 28
TAhZ? BAFRNHMLE—T, EEREEMERNERE, RANERSEFATRE,

[00:14:18] Aparna Chennapragada
English:

There's a short term and there's a long term, right? There's a lot of hyperventilated, excited talk about the
eventual future and all of that. | take a much more practical product building lens on this, and | think
about these. At the end of the day, there are tools. Yes, underneath it, there's stochastic models versus
very deterministic programming models. You can tell I'm a computer scientist like the way that worldview
definitely shapes how | think about this. To me, the short term is there's an evolution. We had apps, and
now | think we are firmly in the assistance era where there's human driving the... That's what we think of
as co-pilot, right? I think the human driving in the driver's seat but having a lot of assistance from Al.

(00:15:07):

So | think of this as then you look at the dimension of almost autonomy and delegation and intelligence.
As the intelligence, for example, when deep reasoning unlock happened, of course, then you can delegate
more to the agent. So | think, to me, there's one dimension where you say, "Hey, agents are somewhat
independent software processes that can kind of run tasks," and you're not just thinking about
handholding and fine motor stuff. You're saying, "Hey, here's my goal. Go make this happen." I'll give you
an example. So we are working on this researcher agent for work. And last night, | said, "Hey, | have an
important meeting coming up with the leadership team. | really want to present these frameworks here
and this is the roadmap here. Go back and look at all the people that are in the meeting. What are their
views on this topic and come up with how | should I be thinking about the right persuasion pitch here?"

(00:16:07):

And what's magical about this is not just that it's saving time. Typically, we think about the, so far, Al as
summarizing a document or saving time. This is like fighting synapses that | didn't quite have and
actually giving me new insights and giving me, dare | say, superpowers. So that's a natural evolution of Al,
I would say. So when | think about agents, | think about three things. One is an increasing level of
autonomy and kind of independence that you can delegate higher and higher order tasks. Second thing |
think of it is complexity. So it's not just a one-shot, "Hey, create this image or do this thing or summarize
the document," it's build me this prototype that expresses my idea of, say, an augmented reality app. It's
a complex task. And then the third thing | would say is asynchronous. It works when you are not working.
| think that's the other big thing about these things that you don't have to sit in front of it.



AR ERIE:

XAEEPRNKZS, WE? REEREXTREAKRKNIEXENITIL. HA—HESLN~mERAR
BERXLE, ARERK, EfIRIR. 20, KEEMIIMEEE (Stochastic Models) S5IFEHE EHIRIZE
B, MREEBERBRE T UENMER, IMERIRE T HEZ AN WK, EHRR—MEHL.
BIMBEE App B, MAEHINARNELTF “BhF (Assistance)” B, HAXES - XRMERAIFTIHAY
Copilot (BIE3E), XIB? ARLEZRE L, BFE Al KAENE.

(00:15:07):

FRIAEM B EMS. BRINMEEX/INMEERERFE, MEEERNEA, FIINHREMIE (Deep Reasoning) #
FRSIEY, (RYAR LIRS RERINESES. FRUNERR, —MEER: SREESEMIEIIRGHE, 7
UEITES, (RABREZEFIEFNME. MR IR, XEHHBER, ZXRWE.” BENMFF, KIEE
AEXN TR RERER. FFBRIER: I8, RE-ITEBNAREI N FRERTXEERMBLE, &
E-TEIHMEA, BEMINXMEENEZX, ARBHFWE—TOEHITHARIERMRR,”

(00:16:07):

XHEANHEF ZAMMXETFHERE. BEHMPANBEFN A AR SEXHEHTEIE, EXMERIET K
RASERNHERM, L47THEMVAR, EELTH—HRB—EBiEN. RIRXZ A NBEAH K. Fi
UEHRBEEEMAN, BB =HF: F—, BEMMIRIIMKFHRS, MATURNESHEES; 3B
=, &M, EeFBRERXKE (One-shot), Lkl “ERXKE" 5 “SEXE" , ME “HBHHE—IF
ERIGRMENARZNRE” , IR—1MEXNES; F=, BN, EEMKENBELRF. HIAAXZ
XEFRFANZ—INEARR, MARE—ETHECHER,

[00:17:10] Lenny Rachitsky

English:

This answers the question of what is an agent essentially, these three bullet points. So what are the three
again?

R EE:

XEANBERARREEIETHAREREAE. EEEE—THR=R05?

[00:17:10] Aparna Chennapragada
English:

When | think about agents, | think about these three things. So one, it's autonomy like being... And it's a
spectrum, it's not a zero-one, it's how do | actually delegate things that it can do. Second, I think of as
complexity. It's not a one-shot, "Hey, summarize this document, generate this image, but it's build me
this prototype or help me knock this meeting out of the park." And then the third one | think of is it's a
much more natural interaction. That doesn't just mean chat, but it may be actually jumping on a meeting
with the agent and being able to talk through all of it or point it to things that | wanted done differently.
So | think all three things, the autonomy, the complexity, and the natural interaction are at least product
principles that will shape really good ones, good agents.

FRSCERIE:
UIRAETEAEARRY, RAMIX=A: £—, BN, XY, F2IEBEAMN, MBERIMNEEFRIZEN

EETHES. £, EFM. EARBERY “BEXE B “ENER" , ME HWHRMWERE" 5 Ek
ERXGRWPRREN . £=, BEEANRE, XFRZEWXR, AIEXRFLEEMNEEE—ERS, 5%



BT, HEREBRFECURALATHNER. FIUBIANBENE. ERUENBARE, BEENE
BRERRY = mR Mo

[00:18:10] Lenny Rachitsky
English:

That is really helpful. Along this line of agents, there's this acronym that you taught me as we were
chatting ahead of this podcast, NLX, what is that and how does that relate to agents and why are people
not thinking about this enough?

AR ERIE:

XFEEHER, IMEEREXMER, HNERFINPREMBEIR—TESENLX, BEAIA? E5E6ER
Bt AXR? AtaNMINERNREERE?

[00:18:10] Aparna Chennapragada
English:

Oh, that's one of my Roman empires these days. The natural language interface. NLX is the new UX.
Here's the deal. To me, | think traditionally we've thought very consciously about GUI because the
graphical interfaces are not something natural, and so they have had to be explicitly designed, but they're
rigid interfaces. What we have with conversational interface and natural language is it's a much more
elastic, right? That doesn't mean it's not designed. Often, | hear a product builders say, "Oh, yeah. With Al,
the model leads to the product. So it's just you chat with it." You and | are having a conversation, it's a
podcast. I'll have another conversation at Microsoft and that's a meeting.

(00:18:59):

So conversations also have grammars, they have structures, they have Ul elements, they're invisible. And
so one of the things that | see and I'm really excited about is what are the new principles, new constructs
in natural language as an interface? I'll give you a few examples. And actually a lot of startups as well as
big companies are really experimenting with this stuff. One is if you think about it, prompt itself is a new
construct and that's a new Ul element just like a dropdown was or a menu was. But others that are
emerging, especially for agents, | think are plans. So when you give a high level goal, what we are seeing
is that when the agent comes back with a plan, preferably an editable plan, that's a new construct.

(00:19:44):

The other one that | think about a lot is showing the work, progress. You see this with different products.
You see with the Copilot, you see with ChatGPT, DeepSeek, this idea of thinking aloud and it's kind of
showing the work, but how much do you do it? If it's too verbose, it feels like I'm running some cron job
and scripts, but if it's too terse, then | don't know if it's going in the right path, and | don't have the
confidence yet. So there are all these new elements. So if you are a product whittler, this is a fun new
space to be digging in for product design.

AR ERIE:

1R}, PEREERIELCW “TESFE" (BRFREEZRE. fERENE), BRAESAE@E (Natural Language
Interface) s NLX BLZHTHY UX, BREXEFN: F4 L, HIMFEEBHMBE GUI (BFEBFRmE), AANER
REFERRAGFEN, HNEIE2HKI, BENREENAE. MEXAEMBAETVNEGTHE, Xt
m? EXHAEREEAFTERIT. REBMI=G@ALRENR: ‘B, A7 A, RERE~m, (TEZETH
KRATT.” MABREERYR, XEEE, RERHRESES—TR%, BESN.



(00:18:59):

MEMAEE. EWH Ul TR, RRENRRN. FIUREIHREMEN—RZ: (FARENERAES,
BMLIBRMNME? RGRETLNIF, LR LRSVMIQBDMRAREAELERXLE, F—, Prompt (12
) ABRME— TSN, EBR— T UITER, MGURIN T RSRESRSEE—, BEXTEREAEFRNR,
EEHMAEMEEETE “Iti (Plans)” o HiRGH—NEEBR, HMNEIEERERE—MiTH (&
FRARIBRIITR) , XELR— DL,

(00:19:44):

B—1MHERELEEENZE “BRIEIRE (Showingthe work)” o fREFRRMNSZ RPEHEEEIX—=, bl
Copilot. ChatGPT. DeepSeek, X# “HEE#E (Thinkingaloud)” 8%, EERTIIEHE. BETZ
DA EE? NRABE, REGEEMEZA; MRKERE, RXFTNECESETERNBEL, RZED.
FRLUXLEAREHTR. NRFE— I RiTESE, XE— M EEE8N. EESEN~EIITHTiE.

[00:20:47] Lenny Rachitsky
English:

This is really interesting because | think people chat with all these chat bots and it just feels like this is just
the way it is, but you actually are designing every element of the interaction, how much to share, but how
much you're thinking, here's my plan, what do you think. So | think this will surprise a lot of people, just
realizing there's so much that goes into just designing even these what seemingly are simple
conversations.

AR ERIE:

XEEEW, EAREF/ANEMNXLENRANBADKE, 55 “DRMZEXF , EERFEEMARIERITR
ENE—1rax: 2FZVER. BREOBEIR. "XEBHENTR, MERR" FF. REXZIULRZA
RENFF, SIRFAEEXLEEMNERMNE, EEHEENLZHIRITIE

[00:20:47] Aparna Chennapragada
English:

Yeah. Another good example is follow-ups, right? You could say, "Look, you asked me a question," and
then | could ask a follow-up set of things, and that's explicitly should be designed for success. So for
example, if | said, "Hey, create an image," and it created a black and white like a clip art version of
something. What are the next obvious follow-ups that it should be suggesting proactively? Now, too much
and you are kind of annoying me, but too little in some sense, you've lost an opportunity to direct me or
guide me into a happy path here.

FROCERIR:

2. Z—MFfIFR “[FLER (Follow-ups)” o fREILAR: “fRE, (RIE)THR—10EE,” AEHAILLR
—RIIRERIRE, XNiZATRRMETENIRIT. fld, MRIFR “El—KER" , EERT—NERAN
BINSBARZAS, ABAENZERBINPLEEMS MHEIEE? BINAKZRIEAM, EXDNEKRERETSIF
ARAER “RREBE" Bz,

[00:21:25] Lenny Rachitsky

English:



This resonates a lot with when we had Kevin Weil on the podcast, he talked about this question of just
how much to show about what you're saying. And it's interesting that DeepSeek went the extreme of just
showing everything and people liked it too. | think that was interesting.

RSz ERIE:

XiLFHAEHE Kevin Weil LERRIRIIN, XTFERTRZVDBEISRENRB, GEBRE, DeepSeek EMA T i,
BRTHREAR, MANEALRESR. BREXREER.

[00:21:39] Aparna Chennapragada
English:

Yeah, and I think it's a point in time thing too, Lenny, because in some sense right now these things are
such black boxes. They're almost like peeking under the hood for anything. Even if it's verbose feels like,
"Oh, I know what's happening," especially because the compute inference time, it's taking long to think.
So it just feels like if you just went silent, I'd be very uncomfortable, | think.

FRCERIR:
A—TR

B, HIAAXBE—TMEMNIIR, Lenny, AANEEMEX L, IEXERALEEES. B85
CEERE

B, BMERPER, HRIULARR B, BNEREFAT” . HHEHETHEHERENE,
RA. MMRERZBRIFTR, FHERZBEEEFR,

[00:22:02] Lenny Rachitsky
English:

| know.

FEiE:

[00:22:05] Aparna Chennapragada
English:

Exactly. So | do feel like there's that point in time, but over time, | also feel like this is an area ripe for
personalization. For example, again in human, my API would be very different from somewhere. My
interface is probably different from others, and | might just want the direct, "Hey, give me the TLDR,"
versus the, "Oh, so | went here and then | went there," and I'm like...

FRZERIE:

i FIUBRREXEIMBRNY R, EBHENEERE, RESXMURIFEESMEK. W, MEAS
AZiEl, B “API” RAIBEMIFARA—1F. HHNRERFEAE, RAERBERRYN “AKAEF (TLDR)”
FREES, MAZRRER B, PRABRAEETXE, ARXETHRE” , RIWE-

[00:22:28] Lenny Rachitsky

English:



Following the start a little bit. We're talking about just how the future is going to be different. There's
designing for these chat experiences, there's agents, kind of zooming out to just product development in
general, it feels like you're at the forefront of a lot of the tools that are going to change the way we build
products and also your teams are working with a lot of these tools that no one else has access to. So let
me just ask, how do you see the future of product development being different from today most, and
what do you think product builders should be preparing for doing to succeed in that future?

FROCERIR:

IERZA BIER, HANNEEVICRRSEFATR, BFQITXENRAEL. S, RAEBENTmA LM
3, BEMRELTREHNWESRAINIERG, MEMNEANEEERREZNATLEAERBNIR, i
UFKE—T, MRIANARENFRARSSREANRRRTA? AN mBZE N XML EE T REERK
BRI RLTN?

[00:22:59] Aparna Chennapragada
English:

I'll start with one stark statement that | say internally and externally, and | am trying to live it is that in this
day and age, if you're not prototyping and building to see what you want to build, I think you're doing it
wrong. | call it the prompt sets of the new PRDs. | really insist on folks saying if you're building new
projects, new features of course come with prototypes and prompt sets. And | think the notion is not to
say, "Hey, now everybody's just a biggest version of a software engineer." It is to say you have the fastest
path to seeing and experiencing what's in your mind to be able to communicate, right? It's a much more
high bandwidth way of communication. | think about that as a really a loop accelerator in terms of
product building. That's number one. When in doubt, as someone put it, demos before memos, right? |
think that's really number one.

(00:24:04):

| would say number two, this one is a little bit tricky I'd say, is that what I'm seeing is that the time to first
demo is much shorter, but the time to a full deployment is going to take longer. So | think that there's
going to be an uneven cadence. So typically, | think there was much more of a you've been this thing, you
take a few weeks and then you can iterate and so on. But that inner loop of prototyping and iterating and
getting even user research through Al conversations, all of that gets shortened. But | think the bar for
scale, therefore becomes much high. In some sense, if you look at it, there's going to be a supply of ideas,
a massive increase in supply of ideas in prototypes which is great. It raises the floor, but it raises the
ceiling as well. In some sense, how do you break out in these times that you have to make sure that this is
something that rises above the noise? So | would say that it's simultaneously thinking about not chasing

after every idea. | think is the second one.
(00:25:14):

I'd say the third thing is there's a lot of conversation around full stack builders. What does the team of the
future look like? A product building team. What | think about is | think that is inevitable in terms of there
will be a few folks that are, especially at the prototyping early idea discovery stage that the lines of
blurred, there'll be a few taste makers at the same time. | think you can still have a lot of people
experimenting. It becomes even more important to have that editorial and taste making in a Frontier, one
or a few at the heart of it because otherwise you just have Frankenstein product. That definitely doesn't

change.

(00:25:58):



| have one other additional bonus thing, which is a lot of folks think about, "Oh, don't bother studying
computer science or the coding is dead," and | just fundamentally disagree. If anything, | think we've
always had higher and higher layers of abstraction in programming. We don't program in assembly
anymore. Most of us don't even program in C, and then you're kind of higher and higher layers of
abstraction. So to me, they will be ways that you will tell the computer what to do, right? It'll just be at a
much higher level of abstraction, which is great. It democratizes. There'll be an order of magnitude more
software operators. Instead of Cs, maybe we'll have SOs, but that doesn't mean you don't understand
computer science and it's a way of thinking and it's a mental model. So | strongly disagree with the whole
coding is dead.

AR ERIE:

BEME— N EREATAIMIRWAEEEN S, MERBERIET: EXNHR, NREFREDREREIZITM
KPR RIMBIREMAIZREE, FHINARBNAERET . KIBXFER “Prompt £EEFMH PRD (FRFERX
)7 o BRFHERARTMENRDE. MR, SAHEREM Prompt &, ENEBARZENR “UESTA
TR TRELED , MERFEE T RANBEENRMNARMRBIEPIEE, HUULETEE, XE—
MESTRAABESR. HIANXEFRWERN “BIFNE:S . XBF—=. [ENBAFRR, “Demo
WHEEH (Demos before memos)” o

(00:24:04):
Bm, XERHY: HWRE, MHFE— Demo HNEEIAKZERE T, BEEMEEIENNERMELKT .

FIUTHRZTEAYS, BEBRT, (MI—1RAE, B/LARE, AEEN. IWE, REKIT &R =
B Al FEHITRPARREEIFRERET . BREKL (Scale) WIMNERLEFES. EMEXLE, &
MEREENENESAMEEN, XRE, SRETKRE, BHIASTXER. EXHFHA, RIOABRBAM

H? R BRIFNARFEEENREEPRE,. FIUEZRE, ERNBRZNAAEEERE—ME%.

(00:25:14):

FZREXT “ERBEE" Witit. RRNFREIKAAE? HiAA, ERENGITHREREEREMNE,
REERRIEMIR RN, FINSE—L “MmEKEIEE (Taste Makers)” . {RAJLALLRZ AH1TELG, BREZ
ODRRIERENNEKEREMEE, FSWRRME— “BIEERAN Al~ . X—RENFHE,
(00:25:58):

HEE—TFIMIR: BREANAN FBEDFHBENEZT” E “RIEEL , HREFER. WRHE
FAZURIE, BREREVMREL—EERS. RNFABRALRFESEE, AZBRABEETHCES, H
KEHHERES. WEFKR, MOAZIEFTENZBTA, RAREESNHRERL, XRiE, ELERAR
FUT. RREEUERIEKHN “WRHEIRIER (Software Operators)” o WIFHNTREBWIRIT (SE), M=
MRfEST (SO), EXHARKREMAFTEEBRITENMT. EB—MRBLEAN, —OIERE, FRUIRBIIR
X “RIEET B IE.

[00:26:54] Lenny Rachitsky

English:

That's awesome. | love that. And SO is a software operator, what is that? What that stands for?
FREiE:

KIET, HERX MR SO BFIRIES (Software Operator) , BBRAKRMTA?

[00:27:00] Aparna Chennapragada



English:

Yeah, | just made it up but yes.
FRCEIE:

EHY, FNIgIE, EmERITEE.

[00:27:04] Lenny Rachitsky
English:

Okay, cool. This idea of prototyping as being kind of core to building these days, is there anything you do
within Microsoft to operationalize that and make that just a thing everyone has to do? Is it just culturally
doitorisit like you must show me a prototype before you show me it.

FROCERIR:

9, B XTRENZIHENSSMWEZONERE, (REMRARNERERNTABERESEN, EEMANE
’N\,l{\ TPEVERE? BABEEXKERR, TR “EAREXEZAIVASTLTHRERE" ?

[00:27:20] Aparna Chennapragada
English:

Again, the future is here, unevenly distributed, even in Microsoft | would say, but there is certainly a
strong cultural momentum and shift and desire to say, "Hey, let's actually look at live demos, live
prototypes, and to even communicate the ideas. And to me, | mean, it's not always possible because
obviously there are things that are deeply... If you're trying to change something in the bowels of Excel,
you probably don't. There's even enough depth in the product that what you need to do, and you don't
need to prototype that. But if you're especially thinking about new things and new products, new
features, absolutely.

AR ERIE:

ERAEIE, KREXK, RBRADHAY, EMEEHINESEENIt. BfNE —MEINXUE L. BRTME
2B, AR TR, tBNEBRTER. BEENRE, EEACIRIMEE" HEER, XHAEE
17, AARABLERAIFERE - WWRIFENZ Excel OWRRNEL R, (RARFARERE, =mEg
ELERBHRE, MRAFTEEM. BWMRRERZHEY. Hrm. Mg, BEXNTERE,

[00:28:01] Lenny Rachitsky
English:

Okay, let's talk about product management. There's this fear that emerged as soon as all these Al coding
tools came out of just like PMs are dead, we don't need PMs. We could just build things ourselves. What
are these people hanging around for? And what | found is it's actually the opposite that now that coding
is easy. Now, the question is more and more, what should we be building? Why should we be building it?
Is this right? Is this the right solution? Then getting adoption for it, which is what PMs are really good at. |
feel like it's the opposite. PMs are the most important role. It'll change too, but let me get your take. Just
what do you think the future of product management looks like? Do you think it's dead? Do you think it's

going to thrive? Do you think it's going to change?

AR ERIE:



o, HOWH~RER BMXEARFELRLIGE, ME—MLEAR: PM (FRIFE) BET, RITFFE
PMT, HAAI LB CHWERA, XEABETH? BERAUELNIGER: BAREEESST, BAREME
KBSMTRT “FlNZMRBAA? 7 . “AFAEMRE? 7 . “XEHAB? 7 | “XZ2EHROBRSE
15?7 DURIMEILAFRAE, MXEERZ PMIEBRE, &IEPMRMMTREBZNAR. BARBRE, B
BERIFIRNEE. RANFREERNRRIEFN? MANESER, EBRSEIRE, HEBSRENE?

[00:28:41] Aparna Chennapragada
English:

Yes. Look, if you are a TPS report, mostly process person, and a lot of companies do get confused about
product management and process and project management, | think then you do have a question of,
"Hey, what is the value add here," especially if Al can read and write 50,000 meeting notes and track
things and send emails and so on, but what | do think on the flip side is the taste making and the editing
function becomes really, really important. In a world where the supply of ideas, supply of prototypes
becomes even more like an order of magnitude higher, you'd have to think about what is the editing

function here.
(00:29:34):

So that does mean that the bar is higher for product folks, but | think there's an interesting side effect |
am observing in startups that I'm advising, companies and even within the companies that there used to
be more gatekeeping | would say, in terms of like, "Oh, we should ask the product leader what they
think." And again, there is a role for that editing function, but you have to earn it now. You just don't get it
because of this title, but there's also just unlock of latent really good ideas from smart engineers, smart
user researchers, smart designers who now have this expert in their pocket to kind of round out all the
other things that they're not typically skilled at to bring forward their ideas and that's amazing, | think.

FR3ZERIE:

=W, IFE, NRMFRRAR—IEIRG. BRENA (REAEHIE~REESHAEEE. NEEERRET),
AAMRIAELZIEL: “BENEEWE? 7 5323 Al T UREENEE A HaNLE. RiFHEE. ZB4GE
%, B5—7HE, HiAN “@FELE” M “RwiENEE” TR/IREEE. a—MUENRENHNESHERIE
KRR, MpiEBE: XBEHN “4RiEEE BHA4A?

(00:29:34):

XERENFRANEREST. EERURI—EBNEIER, TICRERBEMRNYEASESERMIK
RE: UBIBEZM “SFIIAN” 178, b ‘B, HMOGRE~RABTAEBLAR" . BAREBNEMNAT
£, BMAEMRBAERSREX MM, MAUNER KA, RN, XUERTIEBIREM. BARHARAE.
MO ARERFARE, MIIMEORBERT— “EXR (A7 , aTAEEMITANSTARLREKAIRREE, M
BEEERRI . FRINAXKXET

[00:30:25] Lenny Rachitsky
English:

And | think that expert, it's interesting, I'm working with an engineer on some stuff and he uses ChatGPT
to even communicate to me in a more effective ways like, "Turn his pitch into something that will
convince Lenny, this is a good idea."

FROCERIR:



BEFED R RERR. REM—1TIREMEE, tEZER ChatGPT UEAMB SRR, bl
“BMAIREZ AR Lenny XB— MFEBRINE" o

[00:30:39] Aparna Chennapragada
English:

By the way, that is actually one of my common use cases, which is the WWXD I call it. What would X do? |
use it to say, "Hey, what would Satya think about this particular set of conversations or ideas that we are
pitching and so on." This is the power of, | think deep reasoning plus relevant context, right? This

engineer you're talking about has that context about you and so it's kind of very interesting.
R EIE:

IR —T, XEFEEREANAGZ—, H¥Z2H WWXD (What would Xdo, X ZEAM) . HEAER
B]: “IR, Satya (%X CEO) &EAFBTRMETHERNXAIIFHIE? ” RIAAXMBSREHIEN EHEX E
TXHHE, RREINERDIEZMAEXTMI LT, FIUXIEFEEE,

[00:31:17] Lenny Rachitsky
English:

If only everyone was as famous as Satya and had so much information out there, but | guess you can
import all their emails or whatever tools exist to just understand from the conversations you've had with

that person.
AR ERIE:

BREMA#G Satya BALB, BWASAFEEMGT 7. FIBRBIREIUSAEIIFAEERT, HEF A
WENTIEAR, MRS ABSEMEREEF D,

[00:31:17] Aparna Chennapragada
English:

Yeah. And | think this goes back to actually what you were saying too, which is | think this idea of what is
the... There's like a coil spring. There's an intelligence overhang that | just see across the board. And |
think the part of product development has to almost rewire ourselves to, | think, Tobi from Shopify calls it
the reflexive Al usage. And that's not as easy, and I've been thinking about why. Basically, | mean, | have a
cheesy Chrome extension. Literally whenever | open a new tab, it just says, "How can you use Al to do
what you're going to do right now?" It's very cheesy, but it kind of helps to pause and think, "Oh, what am
| trying to do here?"

(00:31:56):

But the reason I find it hard, and when | talk even people who are living and breathing in this space, they
find it hard is that the updating of the priors is really hard. The models couldn't do some things one year
ago. | mean, image generation was full of spellings or reasoning. You just couldn't have deeper and
smarter answers. You couldn't do data analysis. So my impression of it from change, trying it a few
months ago, that prior needs to be updated. And it's hard to do that, right? You have to do something
almost counterintuitive and against the grain to say, "No, no, ignore what you learned about what this
can or cannot do." The baby just grew up to be a 15-year-old in a month.

FROCERIR:



=, XXEETRNAHNIE FIARIMEE—M “Seeid® (Intelligence Overhang)” MR, F@mAX
B—E2D TEXATLFEFEZRINOMEZ, Shopify B9 Tobi MMz R “RatE Al A (Reflexive Al
usage)” » XHARRS, B—EHEBEZRH. BEXL, MEEB “TLH” Chrome i, SHFRITHIR
T, ERA: “YRIMEEMNEELAR A TR? 7 BARL, BEEEMFRETREE: “H, RIREBEX
Btar”

(00:31:56):

BRAUXRHME, EIREEXNMUHRHOA LT EE, REETF “EfHKLLMIR (Updating of the
priors)” FHEEM. —Fr], REETMAERELESE, LNSNNEGERILZHEHIR, NERERENT
17, MMSAREREMERNLEE, WEHEED . FIURNENEREZRE/LTAMIHNEE, MXD
RINENR” FEEMH. XRYE, WE? ReAG—EFEEER. ¥RmMELHNES, SFES: “F,
T, SEMZAFINXTERMITAHFEMA AR X7 “B)L” F—MAAMKRT 15 580
%o

[00:32:40] Lenny Rachitsky
English:

| think that last point is so important that we've tried these tools over the years. And so far, it hasn't been
amazing and then all of a sudden it is, and you kind of don't know that and you've given up almost and

things change.
R EIE:

HERE—SINEE, XEERRI-EESRXETE, NENNLRNTET, RERAZDCHES
IBAT, MREEEERME, EEDEARKEAT, EREBEET TN,

[00:32:53] Aparna Chennapragada
English:

| think that's actually... If you are a product builder listening to it, that's a really interesting arbitrage thing
for you. If you can kind of cut against the grain and say, "No, | won't have that scar tissue around." This
didn't work a few months ago and keep setting high expectations and demand more of the Al today, |
think you can unlock more.

AR ERIE:

FOANEEFR L MRIRE— P EEMEFNTmEEE, XNMRRZ—TFEEEN “EF” 1z, W
RIFgEFEBLE, H: “F, RASBTHRLECERR (Scartissue).” FERN/LTABIERMTMBF, M
RMFSEBHE, WORWAREESER, HINNIREENEZ B,

[00:33:15] Lenny Rachitsky
English:

There's a lot of alpha in doing that.
FRCERIE:
XL ERZ BT D (Alpha),



[00:33:18] Aparna Chennapragada
English:

That's right.

FSCERiE:

Ao

[00:33:19] Lenny Rachitsky (Ad Segment)
English:

Today's episode is brought to you by Coda. | personally use Coda every single day to manage my podcast
and also to manage my community... (00:34:45)

FRSCERIE:
SR EH Coda B, B MAESXEMEA Coda REBERABEMAX - (00:34:45)

[00:34:45] Lenny Rachitsky
English:

I'm going to come back to this cheesy plugin, say more about this. So this is a plugin that just lets you put
a custom message on every new tab, and you have it say, how can you use Al to do this?

FROCERIR:

HREEBD LB EE, BZSWH, PAUXE—MLRES IR ER ER—FRBEXHEBRENS, R
LERTR B4R AIRMXHE? 7

[00:34:45] Aparna Chennapragada
English:

Yeah, it's as cheesy as that. And it's interesting because it works. In the last few weeks alone, I've been
doing this experiment to say, "Hey, how much more Al pill can | get?" Both at work and in personal life to
say, "When I'm trying to do anything manual, should | be demanding the Al to do this?"

FRCERIR:

2H, mEXat. EEBNECRER. MAESE/LE, R—EEMX LR, BEFREELZTSZLD “Al
@GH . TRBAEILEERTALEF, BRERE: “HERILFHMEAEER, REFENZERX Al FK
1&? ”»

[00:35:08] Lenny Rachitsky

English:

That's so cool. Do you know the name of this Chrome extension by any chance otherwise?
FR ERIE:

KEET o REDEXA Chrome &I ARFIZ?



[00:35:12] Aparna Chennapragada
English:

No. No. | built it.

FRERIE:

FHE, RARKEIEN.

[00:35:13] Lenny Rachitsky

English:

You built a Chrome extension. That's so cool. Okay. Did you use Al to build it?
FRCEIE:

fREEE T — Chrome {&iff, XEET. B, R2MA Al 5HI3?

[00:35:20] Aparna Chennapragada
English:

Of course.

FSCEiE:

M7 e
Ho

[00:35:21] Lenny Rachitsky

English:

Wow. Which tool did you use to do that? Some kind of Microsoft tool | imagine.
R EE:

i, fFATATIAEN? HEEEMHIRNIE,

[00:35:25] Aparna Chennapragada
English:

Yes. No, actually, it was just like, | mean, | live in GitHub and GitHub Copilot, so | just was like, "Okay, let's

go build this Chrome extension."
FR ERIE:

28, &, sk, F—EHMA GitHub # GitHub Copilot, FRUAFFLAE: “4FE, MENIKRE 4 Chrome HhEft
g~

[00:35:33] Lenny Rachitsky
English:

Are you releasing this for the general public?



FRSCERIE:
REBEAFLHIE?

[00:35:36] Aparna Chennapragada

English:

No, | mean, that's the amazing thing. It took me like 10 minutes to do this.
R EE:

T, BHNERE, EMFHNMAETRRET 10 DHRIEE 7o

[00:35:43] Lenny Rachitsky
English:

Okay, let's link to it. Let's get it out there, open source this thing. Okay. You mentioned Satya, | have a
question about this. So you're one of the very few people that have worked very closely with both Satya
and Sundar at Google. Let me ask you this. How do their leadership styles differ, and is there just a fun
story you could share about each of them?

AR ERIE:

gFIE, MEfaeTiEE, Beikmhik, FiRlE. iF, (FERlT Satya, HENRE, REHRDILEEN Satya £
BHED, XMATH Sundar EEHFIMA. TEE: WINNASKEEHTATE? EREFZE— DX Tt
MNE™ ABE?

[00:36:02] Aparna Chennapragada
English:

Yeah. | do feel lucky to have a window into these two amazing leaders of this generation. | would say, |
mean, again, no surprise as you'd expect from CEOs of multi-trillion dollar market cap tech companies,
they are 99.99 percentile in almost every dimension you'd think of intellect, empathy, leadership,
product, strategy. There are, of course, flavors of differences. | was the technical advisor for Sundar for
the first... At Google and set up the office of the CEO there. And they're, again, a matter of time and
context because there's a lot more consumer-oriented focus there. So what | did find Sundar great at it is
being really calm and measured and thoughtful in terms of making sure that things have... Dealing with

the complex ecosystems.
(00:36:57):

If you think about the phone ecosystem or even the search and publisher and advertiser ecosystem, it's a
very complex ecosystem. He was a master at that. He's a master at that. And | think on Satya, | find it
amazing the appetite he has for learning and fine tuning his mental models and just the zoom levels that
he can operate at. The macro, the strategy, what's the game? Also the micro, "Hey, why are we not..."
Here's a specific insight that | saw on Twitter, and you can count on the fact that he's ahead of pretty
much everybody else in terms of spotting those early things too. So it's just been learning from the
firehose as they put it.

AR ERIE:



B, HRFZRAREMEXMAIARNENATE. FBR, ENRNHRGIZHER AT CEO BIFRHAAR
B, 1ESEA. B0, TN, . SESF/LFAE4EE LERER 0.01% BIKF, A, K EBFRA
[Eo FHBIEM Sundar WE—ERARBIR], HEATEILT CEODRE, BEMNEREL BT HEN, XEUR
FHIEMER. FAM Sundar IFEEBREFLH. RElMEA2, HIREREERXNESRESH.

(00:36:57):

BRFHNESRER, AERER. HREN SEHESER, BRIFEEERN, HERIEXLERGENKT. EF
Satya, HAMMFINNEULFHAB SOERENEEIFEIRA, MEMEREN “EHg)” FE . &
ML, wELE. BREPE; MWL, =i TR, AFAENF -7 EIXERE Twitter LHEIFIENE
AR, RETLUARE, MEANXERMERGEATTILFMREA. ENANMRLR, XEE W&
PEK” —1FRFE S,

[00:37:39] Lenny Rachitsky
English:

What a cool opportunity to work with two incredible folks. Okay, let's go in a whole different direction. Let
me just ask you this question that I've been asking people more and more. What's the most
counterintuitive lesson that you've learned about building products that goes against common startup
wisdom, common product building wisdom.

AR ERIE:

REMXMUNEAMHAZTERAET . &, RN AE. FHRE— P HRRIEEFRF AR EEES
mAH, RAFNREFEERNEIIZHA? BMEREERFIRENEE S~ mEEE S0RE.

[00:37:57] Aparna Chennapragada
English:

| don't know if it's as common as it should be, and it's like a counterintuitive thing, but I've repeatedly
learned that when you're doing something new, zero-to-one, the temptation is to kind of think about...
It's like that South Park episode. Step one, think about the problem. Step two, question-

AR ERIE:

HANEXEERENANREEERE, BXHLREFER: HREFE, SME—TNEFE—HRAR,
BRERERZ g (FARE) EMB—5%. $— B, F=—F: B5—

N
G
i
sl
&

[00:38:19] Lenny Rachitsky

English:

Underpants. | think it's Underpants, step one.

R EE:

. BBE—FTE “WE . (F: 518 (FARE) REKREE, NRIEEEZENEITL)

[00:38:19] Aparna Chennapragada

English:



Underpants. Exactly, right? So | do feel like there's a temptation to rush and say to go to scale before
solve. So I've always said to my teams solve before scale. So what that does mean is there's a different
posture and different mode when you're trying to solve a problem versus scaling something that's either
post-product market fit or even at least in roughly in the ballpark. So to give you a couple of examples, |
think when you look at the solved stage, there are wide lurches. You got to be very comfortable with the
fact that you're day one thinking about, "Hey, a plant detection tool." And then day 15, you're like, "Oh,
actually, the tech is really good for translating foreign language." By the way, this is not hypothetical. This
is what we kind of looked at in Google Lens back then and said, "Okay, what is the intersection and so
on?"

(00:39:17):

So from the outside, it looks like chaos, but actually, in the... And you should be very comfortable... Not
only tolerant, | think you should have an appetite for that because the last thing you want is prematurely
fix on one local hill. And then you're climbing that in start-ups and entire product areas and companies,
big companies make that mistake and three years later you're like, "Oh, how do I get off this hill?" So I'd
say that's one big counterintuitive. When you're trying to think about what mode you're in, are you in the
solved mode? Are you in the scale mode? One example is kind of making sure that you're comfortable
with the chaos. | think the other lesson I've learned is the danger of metrics. And | think again, if you have
worked on Google Search or if you worked on Office products, you really have a very fine-grained sense of
what are the metrics for this product?

(00:40:11):

You have the input metrics out, you have the whole shebang, but when you're looking at something zero-
to-one. If you decide on a metric two prematurely, that's false precision first of all, right? | mean, CTR.
When you have a thousand people, it doesn't mean anything. Retention also may not mean anything. So
really being very wary of this big guy, big girl of grownup metrics as | call it, right? You are looking for
more qualitative, the sound of click, and what is your... The other kind of the handler uses, what is your
set timer and play music? So if you look at Alexa and Siri and Google Assistant and all these things, they
had a very promising broad interface. You could say anything, but | think there was one or two things that
it was really good at. You could set a timer, you could play music, and you could play trivia. And so you've
got to nail those things before you say, "Oh yeah, here you can do anything with it," which is not a good
recipe.

FROCERIR:

R, &, AUEBANBE—MIER, BEE ‘BRI ZEME “EL . FTUKRSERERAR: &
R, BIEN (Solve before scale) . XEMKE HIFIXER—NRIE, FRESTERNZSIENK—
MELIRE PMF = REERE. &L MIF, 7 R ME, SERIZINEE, MO BXMHRE: %
—XRRER “G—MEYIRFITA” , 5% 15 XIReIRENT ‘M, EXXTIIAEESE]IFINE” o INER—
T, XF2RIE, XBEITHEM Google Lens BIRIESLLE [,

(00:39:17):

MIVNEE, XGERREL, BXRL - (REZMXHREREETE, BEENZEEE. BATKRAHFEFIN
MELREHEEE— “BI/NLK" £, RAEHHELER, RZVWEAE. BEMN=RUEEERABTTRIL
XNEEIR, ZFEMEE: ‘B, RZEAMXELLETR? ” AIUXRE—NMEEERNS: 9BREE
“FRERX” B2 “MRMERX , FHERREEZ R FTMIRIEMNERM, NRFESTIER
Office BIILIEE, RMIEIF=BIEEBANIER, E—BERANALIER. BEURBMNSE—HNRAN, &
BAE—MENEARSN “BRIEE . thkllREHE (CTR), HMERE—FTTAFKN, EREEAERNX; B
EEROEMEEN. FIMBEZRRMAN “REAETR . MRZILBEEENREA, bl “SENEFT" ,
HEGIANRE “RERPNBREFR" - BHE Alexa. Siri 1 Google Assistant, Ef1EE—MERRLHAR



RERVSRE, EHEXENRERNIAE—RMASE: KA. WEKR. AE. ROTCIIAXERONE, AR
Bl eI Be#EmE , SURFE—NMFA%E.

[00:41:11] Lenny Rachitsky
English:

Not so funny. That's exactly what | use my Google Home for, so basic. | don't do the trivia thing now
maybe | got to give this shot.

FR3ZERIE:
KT, XIEZFKHA Google Home #HY%E, FFEEMM, REEUERZE, BiFHKiZidiE,

[00:41:20] Aparna Chennapragada
English:

Got to try that. Yeah.

FR3zEiE:

Filik, &

[00:41:21] Lenny Rachitsky
English:

There's something along these lines that I've also seen you talk about, which is how to go zero-to-one
with something, just a little framework for helping you know if this is the right time for this idea. How do
you think about that?

FRZERIE:

XFEX—=, HBRREIOAE—TNEIE AT, B NIMERTUEBAERIAER RS RIMXMEE
HYIEREIH. RREARBY?

[00:41:33] Aparna Chennapragada
English:

Yeah. And when you think about the solved mode, and this is again sticking with my whole living in one
year in the future, | gravitated towards the zero-to-one and solved mode products completely thinking
about new category of products. And what I've found, both the hard way | would say, is that you do want
to look for at least two out of these three factors, inflection points here if you want to make a really good
product. Number one is there a... Shift is a step function in the tech. That's somewhat obvious | would
say. Deep learning was one for Google lens. Back then, speech recognition was a step function for
conversational search. | would say for Robinhood, the generational shift was very clearly, and the fact
that phones were a primary means for you could actually have mobile app for finance that you could use.
So look for that inflection. What is the tech inflection? And right now, of course, like LLMs and reasoning

models are that step function, but that's not enough.

(00:42:35):



| would say the second factor that we should look for is, what is the consumer behavior shift? So to give
you an example, when we started working on Google Lens, what we said is, "Look, people were taking
mostly pictures for sharing, selfies and sunsets and so on. And suddenly, when storage became free,
mostly free, and everybody had phones everywhere all the time, you took pictures of everything. And
then you had enough of pictures or you use the camera as the keyboard for your world, for the real world.
And so how do you then say, "Oh, this consumer shift is big, and so therefore, as you go order of
magnitude more photos, then you want more to come out of them and you can apply Al to that."

(00:43:24):

And 1'd say the third inflection point, particularly | would say in enterprise but also in consumer, is the
business model shift. Is there an inflection natural inflection point in the business model? So any great
products, if you think about all the way from search, again, the second price option and the fact that you
had CPCs, same thing with SaaS and the fact that you could actually charge or monetize enterprise
products in a different way. And with Al, of course the monetization is a whole different... We've just
barely scratched the surface of whether you do seat monetization, usage like on tap, and then of course
outcome-based stuff, outcome-based monetization. Hey, have you solved the problem for me and then |
will pay you some fees. So all three to me are kind of like, great, but at least two out of three for a good
product.

AR ERIE:

W, HMREE “BRE B, XXEFTER “EEERR—F NER, RIRTMASE—MRRMEH
i, STEREMEFN~E. KA (BE—LsmE)), MRFRM— N EEFANER, MEEFHX
ENARREDRNMER. F—, BRALBMIAXZEWL (Step function) . XELBREMZ M. Xt Google Lens
RiRBREFS); HEWNMIFIEZRKIHZIES RS, 3TF Robinhood ki, BRMRELE, UKRFHHEAEE
TR, IHRAIUEFN LERER App. FTUEI AT R, WE, KRR (LLM) FEEEIMER M
KRR, (BXERTE,

(00:42:35):

BT, BINEFBEREBETHNEL. E#MIF, HENFAEM Google Lens B, HNTLIMANURIRBREER
ATHE, HBHE. HBE, RAZE, HEFEHFETE/LFERE, BN ARKNMENEEFIN, AFBERT
—t, (RETHBENRA, RERMIBBGLSEETHIHAN “BR” . BAGUNAANBAXNERIEEE
TRRE? YEBEFHEWN—MERN, (REEMNPREBEZES, XERFATLARA Al,

(00:43:24):

BEMER, FRERLETY, BHEEERE, EHIRANEE, BIRARESEFEEANER? B
BEARNFER, MER (CTMNMEIEEM CPCHER) 2 SaaS (UREAXM B =mIRE) . XF A, TIUER
A2 RE - HNANNERRE, BREMUWE. RERAEWSE, TR2BERWKEE (Outcome-based) ?
g “fREIAR T XNEE, FAM—ERER" o WERH, X=TERERE, E—NMF=mELELR

AN
7o

[00:44:21] Lenny Rachitsky
English:

So this essentially... When investors look at startups, they're always asking, why now? Why is this the time
to start this thing? And so your advice here is there's three ways to look at it. Two of these three should be
true. There should be a shift in technology, some new technology that has enabled this now recently.
There's a shift in consumer behavior, and then there's maybe a new sort of... Or you've invented a new
business model, any way to monetize something that it gives you an advantage over folks trying to do it
today.



AR ERIE:

FRAX AR L SIREEBNEIQEN, IS0 “AHTARIE? 7 . MIENE, M=TEEXRE,
HAOWMAFRRIL: BRATE (REHMBIFERAR) . HEETHERE, UAMELER (HERLBET
TMHR, LRERENRENFEENRE).

[00:44:51] Aparna Chennapragada
English:

Yep, absolutely.

FCERE:

21, TRIEH.

[00:44:52] Lenny Rachitsky
English:

Awesome. You did mention Robinhood, | think in that example. That was another good example of

phones-
FR3CEiE:
KET ., REFIFEIREIT Robinhood, BIRAB— 1K FFHNMILEFF—

[00:44:56] Aparna Chennapragada
English:

Yeah, | mean, talk about the business model of, again, not having a zero fees. And again, that combination
of all of these things is what can unlock it. You can't just say, "Oh, we'll just have a much more better

intuitive interface and hope that people will switch to it."
FRZERIE:

BH, RRRENBWER, LLiNEMAE. XERRNESTEEDNRT. (RRERENR “B, HIM—E
BENFE, ARHREANSHIRA" -

[00:45:16] Lenny Rachitsky
English:

Okay, so speaking of zero-to-one products, I'm going to take us to a occasional segment on this podcast
that | call Hot Seat Corner. And | have a question for you that is on my mind and it's come up in a couple
recent podcasts actually. So there's these companies like Cursor, VZero, Lovable, Bolt, Replit that are the
fastest growing company's history. | just saw that Cursor hit 300 million ARR in two years. Interestingly,
you guys were very well positioned to do really well in this space, this Al coding tool space. You guys had
Copilot, the first tool in the world at this stuff, so ahead of everyone. You build VS Code, which is what all
these companies are forking to build on. You have incredible Al infrastructure, incredible Al talent. So this
could have been your market. What happened? What happened, Aparna?

FROCERIR:



4%, MEIMNEBRE -G, BREFANBEN—ME/REMAIFT, BM2H “AEMA (Hot Seat Corner)” o
EOBE—Na@, K EEsEl/ERERHIREND, MEB KR Cursor. VZero. Lovable. Bolt. Replit
XENRE, EfilRRE LIEKRRNAT. ENEE Cursor EFRERRTT 312EEM ARR, BBHZE, R
17 (HER) XA Al wIETAMUHEAIZ SIERENRE. RI1E Copilot, XEMR LE—NILTH, Mk
FiB Ao fRINTFART VS Code, MAMBEXLATEZET VS Code 97332 (Fork) M, RITETNKRT Al &
BHISHERATL . XAZZIRMINTT. RETHA? FIRLRE T4, Aparna?

[00:46:01] Aparna Chennapragada
English:

It's interesting, the framing... So I'm a dead user of GitHub Copilot, and | would say, "Look, if you
unpack..." I think the beauty of this is that code generation has become an amazing tool that LLMs have
unlocked. So it is actually really good excitement and action that now code generation has just opened
up all of these things that... We talked about the whole idea of prototyping, goes from idea to marks and
idea to a clickable prototype in a few minutes. Those are the kinds of things that, of course, we should
expect code generation to enable. The way | think about how we are positioned and what we do with
GitHub is... So it's a system, not just a product or a set of features.

(00:46:52):

If | think about GitHub, it's for folks who have the repo there and you have... Of course, you have the
assistance in terms of autocomplete and you can chat, but now we have the agent board. It's one of the
fastest loops that we are seeing, really strong positive feedback. So in some sense, when you have a
system, what you are looking for in terms of building and designing it is not just a single product that can
grow, but what is the repository? What is your context? What are the set of features that grow from your
expertise? If you're a really expert coder, you want the assistance this product needs to scale for that. If
you're a wide coder, you should still be able to do that and so on. So that | think is the way that GitHub is
positioned to build on and growing honestly really well.

FRCERIR:

XNMEEAEREE, 2 GitHub Copilot WELAF. HABY, NRIFIFERE, KRB RABERE
ZRA—NRANIR, KIBERARTHINZENITICHFAE RN, XWES AT, tNREREGT, 19
'f“FV\]WEFJuMﬁE&EEEEL.ﬁ‘\EE’\J}?io XL BRATEAE B ERAESSMNEE, RIAEFRITAEL AR
I 17E GitHub FRfB9E1z----- MR, MANNE— I =mI—RYITNEE.

(00:46:52):

YNRIRE GitHub, ERNBLERNEERTIRENNEEN. SR, FEENNEHINE), RATLEIX, B
ERMNEET “GreffmEik (Agentboard)” » XRIKMNEBIHRERR. RIVLIERZ—o FIMEME
X EW, SEE— RSN, (REEMIRTHIRANRXE— NI MERKNE—~m, me: BEEEHE? R
B ETXRMAA? BEDNERETRITLAIRERERN? MRRE—NEREEFL, (FEETMENILL
RIEME; WRIFRR—IMIRIEFR, FENIZBEEERE. HIANXFE GitHub BVEN, MAERIR, BEK
(CE S

[00:47:46] Lenny Rachitsky
English:

That's so interesting. So the core of this is everyone ends up in GitHub anyway, no matter what tool they
use and that's kind of the-



FRSCERIE:
BE®, FFUZOE, TIAERTATIR, RR#a0E GitHub, XHE:

[00:47:53] Aparna Chennapragada
English:

Yeah. The idea again is that code generation as a tool will unlock lot more products. | mean, they're not all
competitors to the fact of... They're not all kind of doing the same job. | think when you are... At the end of
the day, you are building code for companies to run on, you need to have a system. You need to have kind
of the ability, an entire Swiss Army toolkit, not just the autocomplete, not just a chat, not just like a
software agent that runs and you kind of hand hold. You need all of this to work together, and that's what
the GitHub product is going after.

AR ERIE:

2. ABEMFA—MIAZEUNESZ~M, EfIFFT2RERRENTF, UFA2REMEFNIE. 3R
&K, YIRARBWERETARN, REE—1RS%. MEE—BE “W1IEJ)” ANWIEHE, MANES
whibe. MIRH—PFERFRFHROVIRGE R, MEEMEXEMEIE, XM GitHub ~mPMEXRE
o

[00:48:30] Lenny Rachitsky
English:

All roads lead to GitHub. On the flip side of this question, there have been probably 5,000 startups that
have tried to disrupt Excel and you guys just keep winning, so something there is working really well.

AR ERIE:

£EKIKIE GitHub, XM AIMMNS—E=E, A#H 5000 R¥EI L FIXEEE Excel, BIRII—BEILFAYZ
#, FRUBRENRELEARAGIFSIERET.

[00:48:46] Aparna Chennapragada
English:

That is so interesting you say that. So when | came to Microsoft, and I'm an Excel fan, so | actually had a
conversation with one of the OG Excel product folks. | was like, "an, what is it about this product?" And he
said a couple things that were really interesting for me that just stuck with me. One is and | said, "Hey,
Excel is a proof that non-coders also have to program." Programming is really powerful and it's the tool
that gives all of the non-coders a really powerful programming ability, and | thought that was just really
striking.

(00:49:22):

And then the second thing that | found out super cool, | don't know if you know this, but I didn't know at
least before two years ago that there are these amazing Excel championships like World Excel
championships where you see folks who can do just magic. And to me, | think the insight here is also that
some tools are harder to learn. Perhaps in the beginning there's friction in terms of learning, but great to
use. So it's a very good case of, hey, the learning curve initially, the one-time learning curve might be
tricky, but it is because there's so much power and depth in the tool.



AR ERIE:

RXARBEB, HIFRIFIRET, EA—1 Excel 2, B —I Excel WtBL=RARBIX, FKinl:
“fhit, XM= RAIREMHAEN? 7 iR T LRIEHENRAZ). F5—, Excel iEBT IFEFRBEERE. %
T2AEERBA, M Excel RV FAEIFERF RBAREZRNINIE, HiFXIEEER.

(00:49:22):

BIHRRGBRENS — RAREMRMAE, BRAFAFE —RAE Excel HAIRIRE, REEFE!
AL NETBEA—FFIRE Excelo WKW, XBERARE: BLETARMSE, MEARIEEFEIEER, BRER
EEF, XB—MBEFHRG: MEMN—rMEIHEAEREIE, ERRENTALRSESTEARNAHEM
REo

[00:50:02] Lenny Rachitsky
English:

That's so interesting. | never thought of Excel as a programming language, but it makes sense and | feel
like once you get used to it and this is just the way things work, you're kind of stuck there and everything
else has to basically copy that model, which is hard to be as good.

FRCERIR:

REB. HMKIE Excel BIE—MRIZES, EBHLEGE. ARF—EMIBRTE, IJ|/TXFMHIESI, R
MBAAET, EtFME~RE A LRFRAX MR, MREMIEEHE,

[00:50:13] Aparna Chennapragada
English:

Yeah. And | think the depth then the attention that the team has given, and again, that's the
compounding effect over decades of working on deep, deep signal from people who depend on it day in

and day out.

AR ERIE:

Bl FIAAXANTHAKANNREN X E, XZ2/LTFRMBEAE—BRMENAF S LRINRERES
FRF=E R E RN

[00:50:29] Lenny Rachitsky
English:

Okay. To kind of start to close out our conversation, | want to ask this question around your career. | find
that most people have one moment in their career that changes the trajectory of their career. It could be
a manager they had, it could be a project they worked on, it could be just the job they landed. What
would you say is the most pivotal moment in your career that eventually led you to becoming chief
product officer at Microsoft?

FRCERIR:

Yo AERMIEZA], FRE—PXFMRIRWEENRM. FHEAMASHANRILEERERE LT
Bz, AJgER—MIEE, — M E, HERNEEE T —HIF. MRAANMRRLEEFERXEHINZZMA,
RAS|ISIMAA T W EFE~mE?



[00:50:54] Aparna Chennapragada
English:

Actually, there is one moment where it was a turning point for me. | was in Google Search, | was working
on this idea that | thought should just work and it didn't. I said, "Hey, these phones are becoming a thing.
Personalization has to be important." So | probably banged my head against the wall for a year or so
trying to make personalization work. And it turns out when you have a query that you put into Google
Search, the personalization didn't matter as much. And so we disbanded the team, but then | think |
started working on this product called Google Now, which was a twist on that, which said, "Hey, actually
on the phone, we should be able to push content. It's not about searching with personalization." For
example, if you have a flight coming up, we should be able to say, "Hey," connect the dots and say, "you
should leave now given the traffic and where you need to go," and so on or if you're deeply interested in
stand-up comedy with deadpan artists, you should check out Mitch Hedberg.

(00:52:00):

These are kind of these really moments that the smartphone should be smarter. So | let that product
through the initial zero-to-one phase, and that was a pivotal moment. It made me realize two things. One,
| really love seeing around the corner and kind of seeing where things go and building the product rise to
the occasion way more than the scaling and sustaining products. Second, it's harsh, but being early is the
same as being wrong. This is pre-LLMs, pre-deep learning a lot of the really amazing ideas in terms of next
token predictor, et cetera. We'd been thinking of it but didn't have the horsepower to go... The interface
was great, the intelligence wasn't there. And I'd say the third thing that stuck with me is | got to work with
some really smart... They talk about talent density now, and | think really smart people who have gone on
to do amazing things, and so it gave me a taste of what a small group of people can do.

AR ERIE:

KiFE, WRE-THZIZRRNEFTR. SNZESTERI], HEEAR—IHIANERLAZINEL
KW THIRE. F: IR, FHUEEER, MMA—EIEBER.” RAMET —FHEEEMEN, ERE
0, 4rEATERBATEIEN, MUELSIBAER, FTERNERTHN. BHEEZRABHL—M
Google Now B/ dn, EEBMRENEMR, BR: “HEEFNL, HNZEEHEEAST, MAXNE
HEMEUIIER” fla, WRFEDEEMIE, RIIZEEREEHIRE: 1%, TRIBRENREE
ERUMTS, MRIAERZLEART.” HEMRMENLERENKROSZZE, EaFIREFE Mitch Hedberg,

(00:52:00):

XERZIERRFEEFINIZERRE, XHIABNT"mEL T RMOMNZE—ME, BE—TPXERZ, €
UHRIRERMAEE: F—, HIFESEN “FRRK" , MESYNERESR, FHHEZENIREREI~m,
RO R ML E = mERS 1. F=, RAREE, B “XEHI” M “MET" 2. BEKX
REFREF I ZAIHRAR, REXTF “T— Token FUll” FIRAEENBEL, BRBEBNENEE
B RERE, BERERRL FZRURNKRZINE, REUS—ERAEBEBENARE MEATR
BAARE), XLEREAANGKREEM T HANEL, XitHRTAE T —N)NEAERAHRNEREEE,

[00:53:02] Lenny Rachitsky
English:

It's such a great story because it didn't work out in the end. Google Now kind of went away. And by the
way, | super remember that product. It was very cool. | remember looking at it was very delightful and
happy. And so | also have this segment on the podcast called Failure Corner, where people share a story
of failure and how that helped them. And I love this as a combination of those two.



AR ERIE:

XE—MEENKE, ANEREHKEMI, Google Now FHRKEXRT . IMER—T, KIFBZEEN~
m, ERE, AERILARIEMRMRE. HEBEETEE—U “KKA (Failure Corner)” BYIFT, iEAA]
P ERMBIRE AR CRMAREEIH. RERXMEE, BNEEETHRTSMRK.

[00:53:20] Aparna Chennapragada
English:

Yeah. | mean, I'm not going to lie. | think it was painful when you do that because you see the vision of
what can be and what is, and sometimes it's hard limitations. Sometimes, in this case, it takes five years
or 10 years to really unlock the intelligence, but sometimes it's one or two key click stops away from the
product being great and part of figuring out is knowing when you're in what situation.

RS ERIE:

B, BATEHIE, SRBIRES, RAMGEITRSR, B2 THENE, BINSANEEERE. 58, b
MEXNEFIR, FESFH 10 FAEREFENERE. BN, "REBFATRIRE—RIXBIREY
B, mERECATHMER, MRt An—iia.

[00:53:50] Lenny Rachitsky

English:

How long was that period from starting out until just moving on and it's not working?
R EiE:

MHERIRARIRIITARHBH, XERNEEZK?

[00:53:54] Aparna Chennapragada
English:

Yeah, | would say in that case, one of the good things is, again, it led the foundation of... It was one of the
foundations of the Google Assistant. And of course, as the LLMs step function happened now with Gemini,
it kind of works out. And | think it's the same thing across the board, which is sometimes you want to
figure out the invariance that do work that then go on to the next version of the product. And other times,

you just have to start over.
FREiE:

B8, EBHEER, IH—ERE N Google Assistant B23E 7 &hltl, MR, MERRIEMEKINELE, WE
B9 Gemini £ F LI T ARLERER, FIANRITRUEZ NN BIMFREREBLERLENN “FTRE” , HF
ENNARIFmI T—MMRE; MAER, RREEEEIENR,

[00:54:26] Lenny Rachitsky
English:
Is Google Now the first agent before agents? That's what it feels like.

FROCERIR:



Google Now B2 E ML ZAIRIE —MERER? RITMZE T,

[00:54:27] Aparna Chennapragada
English:

That was certainly the idea, but it is fascinating to me that the interface, that there, we had the opposite
problem. Whether you think about all the voice assistants, the interface is like we overshot and the
intelligence wasn't there. Today, | feel like there's an opposite problem. | think these things have amazing
intelligence and the interface we have largely is like the AOL Dial-Up Modem Chatbot.

AR ERIE:

BHLR LR, BiLREXNZE, SRENEE THRNREE, TIEEWMESTHF, FEIBHISKE
AT, BEERRL, MSX, BER/RARIRT: XEREREIFANERE, ERINNFAEERAEZEEL
MEEE “AOL 1S ERBHCAIEIRMZEAN" KT

[00:54:55] Lenny Rachitsky
English:

We've covered a lot of ground. Is there anything that you wanted to chat about or leave listeners with,
maybe a last nugget of wisdom before we get to a very exciting lightning round?

AR ERIE:

HMNPTRZAT. BENLSANHENNBREERZA, RIEETARNYN, HERELARNRE—REN
ng?

[00:55:06] Aparna Chennapragada
English:

| think | would say one thing that I'm really excited about is this idea of figuring out how we as people and
agents collaborate together. | think there's some great set of products and experiences to be reimagined.
That's my other Roman empire, which is how do we actually have this co-working space where you have
the humans and agents and how do you actually have an output that's much, much more significant than
what any one of us or any few of us can produce?

AR ERIE:

FR, ZIFBHEN—RZ2 . RRAXNERAEFNEDIE. BOARNE-RIGRN~RMNARESERG
Bo XRENFZ—1 “TEFE" | HMNOEAE—NAELNERERENDEZE? FlI0E~ETBA
DA FREERISRY H?

[00:55:40] Lenny Rachitsky
English:

Well, | need to hear more about this. When do you imagine a co-working space of humans and agents?
What does this look like? Is this Microsoft teams or is this a physical place with little robots?

AR ERIE:



BRERITESAT, (RARPHAXSEREDEZERHAERN? EXMFARE? Z Microsoft Teams XHAX
fr, ER—TEIRZ/ )W ARIYIIETE]?

[00:55:51] Aparna Chennapragada
English:

Oh, | had a thought of the physical place, but | am thinking a lot about... Right now, all of these
experiences are very civil player, and | do think there's an opportunity to think about how do we... Again,
I'm living one year in the future, how do we actually have collaborate with each other, but also with
agents and really figure out, for example, what tasks can we delegate? What can we inspect? How do we
actually have information that flows between people that agents can mediate, and so on.

FRCERIR:

MR, BsiBIyETE, BERESERE B, PRrEXEAREE “BHIRN" . WANAENZER
gnfar------BORSRIE, FEFBERK—F, BTNARURILNE, ES5EEENE? HFERE: WEESAU
B MEFENE? FERMNATEASAZERMABEREHITER? F5

[00:56:24] Lenny Rachitsky
English:

All right, I'm curious to see what you guys got cooking. With that, we've reached our very exciting

lightning round. Are you ready?
FpERIE:
978, HRBEBEEMIERERMT 4. BA, HITHNTIFERHBARILIAT, HEEF TIE?

[00:56:32] Aparna Chennapragada
English:

Let's doit.

FCERE:

FFHAIE,

[00:56:32] Lenny Rachitsky
English:

Let's do it. First question, what two or three books that you find yourself recommending most to other

people?
FRERIE:
¥, BN FRERAEENR=RBZEMA?

[00:56:38] Aparna Chennapragada

English:



Oh, | have recency bias, but I've been reading this book called The Brief History of Intelligence,
phenomenal book and like lots of underlining from me. And I think it kind of... The premises too, it looks
at the evolution of intelligence like human intelligence and the brain development and connects that to
what we are seeing with Al

FRCERIR:

M, {¥F EEMRER" , BEREEEE—AY (BEEE L) (The Brief History of Intelligence) B9+, IFEF
¥, RETRZER, EHRREMZALERNANNAMELET, FRESHENNEEFIH Al EXRER,

[00:57:02] Lenny Rachitsky

English:

Do you have a favorite recent movie or TV show that you've really enjoyed?
FEiE:

R B3SRBS BAE?

[00:57:05] Aparna Chennapragada
English:

Hacks. I've been watching this. It's about a woman who's a great standup comedian of... | think it's set in
the fact that she grew up in the '70s and '80s and really tried to break through in an industry that hasn't
traditionally been very friendly to women, so really fun and quirky.

FROCERIR:

(RE5EE) (Hacks)e H—EHAEBXD. EWRT —MEANZEROFRERZRE, ERIKEERMKT
70. 80 &, HEHE— MR LM ZUERKRIFNTIHRE, FEFEAE L.

[00:57:31] Lenny Rachitsky
English:

Do you have a favorite product that you've recently discovered that you really love, could be an app,
could be some physical?

FRCERIR:

RRIEARB R LN ERN~m? AJLUZ App, AILIESKY.

[00:57:36] Aparna Chennapragada
English:

| do use a lot of Microsoft products, GitHub Copilot being one of them, but | think the one that maybe I'll
pick is Granola, | think, is the name of the app. | found it really useful. | just gave it a spin the other day
and I'm like, "Oh, this is really useful in terms of being able to, again, without being intrusive, just capture
the thoughts, notes, and structure it, put some..." It felt like one of those things where, yep, the
confidence of a few things like we were talking about like the transcription, real-time transcription tech



has gotten really good. Voice recognition is great, and then enough of the LLM magic on top of it to make

it structured and contextual.
RS ERIE:

HALARZ M5, GitHub Copilot BERZ—, BHFrIgE=i%E—1M Granola 89 App. EHEEFEIER
BRH, &ALRAT—TF, 08 ‘IR, XXIFAT.” EREATRMFENER THIRREMEILR, HIEHEHLSN
o XMEFITIETH, KNERRABZIFERA, EFIRFIEE, BMLKRENES, FETEEN
HEFE LT

[00:58:18] Lenny Rachitsky
English:

| am a huge fan of Granola. I'll give a quick picture here. If you become an annual subscriber of my

newsletter, you get a year free of Granola for your entire company.
R EIE:

2 Granola BRM 22, HIMEMAT &: MRIFEABNFENNEEITHE, (MU AEREIRE
—&Em Granola,

[00:58:28] Aparna Chennapragada
English:

Did not know that.

[00:58:29] Lenny Rachitsky
English:

There we go, and then just check that out, lennysnewsletter.com, and you click the word bundle and

you'll see how to do that.
FR3zEiE:

&8, & lennysnewsletter.com = bundle FLEER EI/E AR

[00:58:29] Aparna Chennapragada
English:
Very cool.

FROCENIR:

[00:58:34] Lenny Rachitsky



English:

Very cool. Two more questions. Do you have a favorite life motto that you often come back to when you're
dealing with something maybe you share with folks that they find useful as well in work or in life?

AR ERIE:

REE. REFNEB, MEEETAANERS? YMAEBEEENEREREREE, IBEHZLHFA, Hf1ET
FREEFHERFER?

[00:58:46] Aparna Chennapragada
English:

| have one. In fact, actually, this is my email signature for, | don't know, for the last 20 years or so. It says
the best way to predict the future is to invent it. | think it's a quote by Alan Kay. | find it useful for two
things. One is no one knows anything. When you think about all the folks who think about, "Hey, this is
exactly how everything's going to look and this is exactly the sequence,”" and so on, | think there's no
substitute to experientially building it. | think the second part is if you think there's something that
should exist, go build it.

FRCERIR:

HE—. FELLE, XRHRRIER 20 FROMHER, €E5E. “TWIRKRFNALRAMEBELBE.” &K
BXZ Alan Kay BI85, RRFEERMAERER: $—, RAMEBERKIRAAE. SFABEASERE “K
K—ERRXNF, PE-EEHHE" K, WNNRBEFLARBAEFENEE. £, IRMANEFRAEN
TEFE, BREEREE,

[00:59:24] Lenny Rachitsky
English:

| love that. Final question. We've talked about standup comedy a bit. Is there a favorite under the radar
standup comedian that you think people should go check out?

FRCERIR:

HERX D me—NME#. HITIMTARLEAOE, BEREWNELIAAARKEBRIFEERNROFTES, &
BARREXE?

[00:59:34] Aparna Chennapragada
English:

Oh, there's a couple of them. So one, | think, there's an Indian American or | think a British Indian standup
comedian. Her name is Sindhu Vee, super smart, mom comedy, and | think the other one that... This is
definitely not under the radar, but | just love his stick is Nate Bargatze. He's just so good.

FRCERIR:

], 511 — N EREBREEROFES Sindhu Vee, JEFERA, K “181833K" WMHR, S— 1 R2ACELRE
27, BRIFETERMAIXME, AFE Nate Bargatze, MMEMIKET

[01:00:08] Lenny Rachitsky



English:

Aparna, this was amazing. Two final questions. Where can folks find you online if they want to reach out
maybe and follow up on anything you shared and how can listeners be useful to you?

AR ERIE:

Aparna, XXRBF T, REMNEE: MRARBEKRAMBEBHROENAS, EWETLELEIR? Uk, W
RAI AR R A+ A EEB?

[01:00:08] Aparna Chennapragada
English:

You can find me on LinkedIn and Twitter. Aparna CD is the handle. | do post stuff a lot more on LinkedIn
these days, so would love to hear thoughts, comments, conversations there. I'd say one thing that would
be super interesting is if any of this stuff spark conversations, particularly around this, what can a small
team with a lot of Al tools do or new products that folks are really excited about, saying that they should
exist, hit me up.

RS ERIE:

fREILATE LinkedIn A Twitter L3%EI¥, MWS=E Aparna CD. F&IETE LinkedIn EAMARALLRZ, RERE
BEIRFARKVEE. e FHW, MRXERTHLTEANE, HIRXT “—MIBEAEA L
BV NERABEMAA” , HEARRRT “WZEFE BT @A, BRI

[01:00:42] Lenny Rachitsky

English:

Amazing. Aparna, thank you so much for being here.
FRCEIE:

AT, Aparna, JEERRBEHREER.

[01:00:45] Aparna Chennapragada
English:

Thank you.

FRCERIE:

150,

[01:00:46] Lenny Rachitsky
English:

Bye, everyone. Thank you so much for listening. If you found this valuable, you can subscribe to the show
on Apple Podcasts, Spotify, or your favorite podcast app... See you in the next episode.

FRZERIE:



B, &, FERPUIR. WMRIMMBESABENE, FILUE Apple Podcasts. Spotify BifRERBIEZ N A H
VI8 NI B W



