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(00:00:00) Lenny Rachitsky
English:

You wrote somewhere that creating powerful Al might be the last invention humanity ever needs to

make. How much time do we have, Ben?
FhCERIE:
MEBEELTE, fIERAN Al AR ARERERETHN—TUARH, &, BITEEZDEtE?

(00:00:06) Benjamin Mann

English:

| think 50th percentile chance of hitting some kind of superintelligence is now like 2028.

R EE:

HINNEMEMBRERE (superintelligence) HIBEERA(IEL (50% BIRTREM) IMEARLZTE 2028 &£,

(00:00:12) Lenny Rachitsky
English:

What is it that you saw at OpenAl? What'd you experience there that made you feel like, okay, we got to go
do our own thing?

FRSCENIE:
{7 OpenAl BRI T HA? FEREMZFHILIRRE, 1B, HIIXAHFMIRIIE CHEF?

(00:00:17) Benjamin Mann
English:

We felt like safety wasn't the top priority there. The case for safety has gotten a lot more concrete, so
superintelligence is a lot about how do we keep God in a box and not let the God out?

FROCERIR:

BINREREEREATREEMLES. XTLX2MNREELTF[HREAR, FMUBREREERAREELX
FF: BNMEER L% XESFE, MALLMbHER?



(00:00:26) Lenny Rachitsky

English:

What are the odds that we align Al correctly?
R EE:

BEAEHMTT (align) AIRNIRESZKX?

(00:00:29) Benjamin Mann
English:

Once we get to superintelligence, it will be too late to align the models. My best granularity forecast for
could we have an X-risk or extremely bad outcome is somewhere between 0 and 10%.

FRCERIR:

—BHTAEBREEMNER, BRNTRAMNKBR T, NTFHRNEEHEIGEFEMERE X-risk) SARIHEHELE
R, REABBFNZE 0% 2 10% Zid,

(00:00:40) Lenny Rachitsky
English:
Something that's in the news right now is this whole Zuck coming after all the top Al researchers,

FRZERIE:

(00:00:45) Benjamin Mann
English:

We've been much less affected because people here, they get these offers and then they say, well, of
course I'm not going to leave because my best case scenario at Meta is that we make money and my best
case scenario at Anthropic is we affect the future of humanity.

FROCERIR:

BINZINEME NS, BAXBENATRIXERABNERR: “WE, RYATSEF, ARNKE
Meta RIFHVERIMEMEIER, MIEKTE Anthropic RIFIIER BT MMALIERR,”

(00:00:59) Lenny Rachitsky

English:

Dario, your CEO recently talked about how unemployment might go up to something like 20%.
FR ERIE:

{R{I 189 CEO Dario siTiXEIK I KeJge = EFAE] 20% EH.



(00:01:04) Benjamin Mann
English:

If you just think about 20 years in the future where we're way past the singularity, it's hard for me to
imagine that even capitalism will look at all like it looks today.

FROCERIR:

NRIFER—T 20 FEHIERK, BHENEZKTE “FR™ 7, AREBREEERLEINEZRSRXME
Fo

(00:01:13) Lenny Rachitsky

English:

Do you have any advice for folks that want to try to get ahead of this?
FRCEIE:

NFARLEBEZEENARTINA, FEFARING?

(00:01:15) Benjamin Mann

English:

I'm not immune to job replacement either. At some point it's coming for all of us.
R EE:

BUETERTFRIFER. EEMEEL, X—RBEESERIIFRINABEAS L.

(00:01:20) Lenny Rachitsky
English:

Today, my guest is Benjamin Mann. Holy moly. What a conversation. Ben is the co-founder of Anthropic.
He serves as tech lead for product engineering. He focuses most of his time and energy on aligning Al to
be helpful, harmless, and honest. Prior to Anthropic, he was one of the architects of GPT-3 at OpenAl. In
our conversation, we cover a lot of ground, including his thoughts on the recruiting battle for top Al
researchers, why he left OpenAl to start Anthropic, how soon he expects we'll see AGI. Also, his economic
touring test for knowing when we've hit AGI, why scaling laws have not slowed down and are in fact
accelerating and what the current biggest bottlenecks are. Why he's so deeply concerned with Al safety
and how he and Anthropic operationalize safety and alignment into the models that they build and into
their ways of working. Also, how the existential risk from Al has impacted his own perspectives on the
world and his own life and what he's encouraging his kids to learn to succeed in an Al future.

FRCERIR:

SR, FHBIEER Benjamin Mann, XM, XHEZE—1HEFBIIiE. Ben & Anthropic BVEX GBI A, fthiBfE
FmIRENRAATA. EABINEMBENERENTT A, FEZTEER. TEREWSE. EMA
Anthropic Z &, 172 OpenAl GPT-3 BUZR#IMZ —o FEFMIBIIIES, FITREZ T ZRNER, BFEMIITNR
Al FRR RIBEEHNEE, AT ABEF OpenAl 8171 Anthropic, URMFiitZAGER AGI CBEAALE
BE)o IbSh, EHEMFIETAELAER] AGI By “EFERMA” , AFAREN (scaling laws) REBRERTIE
FENE, UNERIRANRMET4. AtAtIRERE A RE, LKA Anthropic iEIFR 27T



ELEMIMZRNEREM TSP, LI, AlFRNEEEXRMERNE Tttt FMAENEZE, Ukt
BN FE S A LITE Al RRPEIF Ao

(00:02:20) Lenny Rachitsky
English:

A huge thank you to Steve Mnich, Danielle Ghiglieri, Raph Lee, and my newsletter community for
suggesting topics for this conversation. If you enjoy this podcast, don't forget to subscribe and follow it in
your favorite podcasting app or YouTube. Also, if you become an annual subscriber of my newsletter, you
get a year free of a bunch of amazing products including Bolt, Linear, Superhuman, Notion, Granola, and
more. Check it out at Lennysnewsletter.com and click bundle with that | bring you Benjamin Mann.

FRCERIR:

JEE Xi§t Steve Mnich. Danielle Ghiglieri. Raph Lee LK FHY newsletter #t X X R IHERINAVIED, INR
REWXMER, ST EIRABER A YouTube EITIRFHXE, thoh, WMRIRMK A newsletter BWEEIT
BE, MERBRE—FEN—RTIHE~m, B Bolt. Linear. Superhuman. Notion. Granola %, &
17 Lennysnewsletter.com #s2 bundle, &, FARFE Benjamin Mann,

(00:02:48) Lenny Rachitsky (Sponsor Segment)
English:

This episode is brought to you by Sauce. The way teams turn feedback into product impact is stuck in the
past. Vague reports, static taxonomies, unactionable insights that don't move business metrics. The
results churn, lost deals, misgrowth. Sauce is the Al product co-pilot that helps CPOs and product teams
uncover business impact and act faster. It listens to your sales calls, support tickets, turn reasons, and lost
deals, surfacing the biggest product issues and opportunities in real time. It then routes them to the right
teams to turn signals into PRDs, prototypes, and even code that drives revenue retention and adoption.
That's why Whatnot, Linktree, Incident.io, and Zip use Sauce. One enterprise uncovered a product gap
that unlocked $16 million ARR, another caught a spiking issue and prevented millions in churn. You can
too at sauce.app/lenny. Sauce built for Al product teams. Don't get left behind.

FROCERIR:

AETIHH Sauce #B, BAIMNERBEEZEAFEREMAONAREEEEIE: EBHNIREG. B8NS E. BE
BRI BT AL SERN LR, ERMEBEFFA MK, ZREMEKZ/, Sauce B—H Al =REIZH
(co-pilot) , #EhH CPO FF=mEALIN S MHBRKEITEN. ESXMIAIRIEERIE. ZIFTHE, ARKEFE
AMEEER, ENEUKAN~RATENN R, AERTEXLESHKBLIERNEN, ¥R PRD. RE,
EZER RN BEFMNRANNRE, XFENAT4A Whatnot. Linktree. Incident.io # Zip #87E{#H Sauce,
—REWEMT—MFE=@RO, MMERT 1600 HE7TH ARR (FELEMKN), B—REWVEM T —1R
K@, BHIETHBEAETHRAK. RIAILTE sauce.app/lenny {38, Sauce, 7 Al = @mEITIE, FEiE
FAo

(00:03:43) Lenny Rachitsky (Sponsor Segment)
English:

This episode is brought to you by LucidLink, the storage collaboration platform. You've built a great
product, but how you show it through video, design, and storytelling is what brings it to life. If your team
works with large media files, videos, design assets, layer project files, you know how painful it can be to



stay organized across locations, files live in different places. You're constantly asking, is this the latest
version? Creative work slows down while people wait for files to transfer. LucidLink fixes this. It gives your
team a shared space in the cloud that works like a local drive. Files are instantly accessible for anywhere,
no downloading, no syncing, and always up to date. That means producers, editors, designers, and
marketers can open massive files in their native apps, work directly from the cloud, and stay aligned
wherever they are. Teams at Adobe, Shopify, and top creative agencies use LucidLink to keep their
content engine running fast and smooth. Try it for free at lucidlink.com/lenny. That's L-U-C-I-D-L-I-N-K dot

com slash Lenny.
R EIE:

ET BHEFFEMEFE LucidLink 2280, R T —MEARN &, EBIRINEES . &I HIHRERE
e, ARBFEEGNNXE. WRIRNFAGIEABEANH. MR, KITEF~. BB, (R
EEMERFAREFELZARE, XHBCRERRNMA, FRERER: XEBRMAMRALD? HAERFXXH
Ziaet, SIRTEMESLTE, Lucidlink SR T XNMa@, EAMHEPRARET — N zinEE=(E), TIERRHM
GARMIKEhEE— . XERUMNER AR AR, BFETH, THRAY, BRZREEH. XEKREHA
AL 4RI, BITITAEBARATUEERENAPRITHSEXYS, BEERIGELE, TILSEMLEBERES
H—%. Adobe. Shopify MITRR eI ENWEIHAPAEREER LucidLink RRFENBSIERRFREIT. &
lucidlink.com/lenny 2% B,

(00:04:47) Lenny Rachitsky

English:

Ben, thank you so much for being here. Welcome to the podcast.
R EE:

Ben, JEERGHREER. WLRIER.

(00:04:51) Benjamin Mann

English:

Thanks for having me. Great to be here, Lenny.
R EIE:

HHSRETEIS, REMKEIXE, Lenny,

(00:04:53) Lenny Rachitsky
English:

| have a billion and one questions for you. I'm really excited to be chatting. | want to start with something
that's very timely, something that's happening this week. Something that's in the news right now is this
whole Zuck coming after all the top Al researchers offering them $100 million signing bonuses, $100
million comp. He's poaching from all the top Al labs. | imagine this something you're dealing with. I'm just
curious, what are you seeing inside Anthropic and just what's your take on the strategy? Where do you
think things go from here?

AR ERIE:



HETEANRERRR. HAFENMEFENMMIR. HEM—HIFERBNRENEREFIE, MERFEERERE
MNE, NEHEEHTEELRARETEAPMEINARNAIRRE, LMHIIFE 1{Z2ETiEFEM 12278
NG, MIETEMFIATIRE Al RREZA. RBXBRMITEELNNER. KREFE, R Anthropic A
BEATHA? MZMRBEEFAEER? MANEEIERRS?

(00:05:23) Benjamin Mann
English:

Yeah, | mean | think this is a sign of the times. The technology that we're developing is extremely
valuable. Our company is growing super, super fast. Many of the other companies in the space are
growing really fast. And at Anthropic, | think we've been maybe much less affected than many of the
other companies in the space because people here are so mission oriented and they stay because... They
get these offers and then they say, "Well, of course I'm not going to leave because my best case scenario
at Meta is that we make money and my best case at Anthropic is we affect the future of humanity and try
to make Al flourish and human flourishing go well." To me, it's not a hard choice. Other people have
different life circumstances and it makes it a much harder decision for them. For anybody who does get
those mega offers and accepts them, | can't say | hold it against them when they accept it, but it's
definitely not something that | would want to take myself if it came to me.

FRCERIR:

B, BANXEZRAINS. FMNEEFRERARENE RMNOAEERIFE. FEIR XPDIUREIF
ZHMATHIEKIGRR, £ Anthropic, FIANKENZ N ZMENTFZEMARRNMEE, BN
XENAFELUERNEE, BIIBTREA - IREXERBBANES: 98, RIARTIEH,
ENFTE Meta RIFEVIBREWEITR, MIFE Anthropic RIFIIBREFMARBIRRE, HEE771L AIERMA
RERHRARR” HHEKH, XFB—TMEENEE. HABRENEERSR, XSULMIBREZFEE
%, HFEAREXLEEMRABAFEION, RPERBIEMI], EORIMNZEIREIFRKLE, R
MARRIER

(00:06:26) Lenny Rachitsky
English:

Yeah. We're going to talk about a lot of this stuff that you've mentioned. In terms of the offers do you
think, is this a real number that you're seeing this $100 million signing bonus, is that a real thing? | don't
know if you've actually seen that.

AR ERIE:

Bl HMNFKERSMRFNXEER, XTRERAEMN, MIANAIX 1 ZETHNEFREANGD? XZ2—
TELEFENEFE? HANERESEN LT,

(00:06:36) Benjamin Mann
English:

I'm pretty sure it's real.

R EE:

RIRREREN.



(00:06:38) Lenny Rachitsky
English:
Wow.

FRCERIR:

|+
I:l:l: o

(00:06:39) Benjamin Mann
English:

If you just think about the amount of impact that individuals can have on a company's trajectory, in our
case, we are selling hotcakes and if we get a 1 or 10 or 5% efficiency bonus on our inference stack, that is
worth an incredible amount of money. And so to pay individuals like $100 million over four year package,
that's actually pretty cheap compared to the value created for the business. | think we're just in an
unprecedented era of scale and it's only going to get crazier actually. If you extrapolate the exponential
on how much companies are spending, it's like 2X a year roughly in terms of CapEx, and today we're
maybe in the globally $300 billion range, the entire industry spending on this, and so numbers like 100
million are a drop in the bucket. But if you go a few years out, a couple more doublings, we're talking

about trillions of dollars and at that point it's just really hard to think about these numbers.

R EIE:

MRMEEE-—TIARNRBERBINBZMA, UFMAG, HMN~mIEEHE, NRKNETHEER
(inference stack) E£3R1F 1%. 5% 5% 10% RIEERF, BENERIRAN. FIl, LA PAZMEE 112%
THFIE, SHLSENNEMRL, ERFRLEREIAEEN. FIANRINELTF— IR EME LS
£, MAXFLERZTFERIT. NRMRIBEABZHVEHIEKHITHE, F4AZH (CapEx) KOEFE
—f&, SREKBEMTUEXSENZHETFETE 3000 12ETAESG, 1 ZXENHFRELE K, BIOR
MERENE, BE/LE, HMKEHNmMERAZETT, FMEN, XERFRENRERRT.

(00:07:48) Lenny Rachitsky
English:

Along these lines, something that a lot of people feel with Al progress is that we're hitting plateaus in
many ways that it feels like newer models are just not as smart as previous leaps. But | know you don't
believe this. | know you don't believe that we've hit plateaus on scaling loss. Talk about just what you're
seeing there and what you think people are missing.

AR ERIE:

IEXER, REAXM A NHEE MRS, BIRNETFSHEEBEITMM (plateaus), BIEFIRBE TR
BZaiNEMBARER, BRANBEFEFEEX—R. HAMERFEERIEAEEN (scaling laws) L&FT
3. WRIRFREEIRY, LURIMARANIZEET 40

(00:08:06) Benjamin Mann
English:

It's kind of funny because this narrative comes out every six months or so and it's never been true, and so
I kind of wish people would have a little bit of a bullshit detector in their heads when they see this. | think



progress has actually been accelerating where if you look at the cadence of model releases, it used to be
once a year and now with the improvements in our post-training techniques, we're seeing releases every
month or three months, and so | would say progress is actually accelerating in many ways, but there's
this weird time compression effect. Dario compared it to being in a near light speed journey where a day
that passes for you is like five days back on earth and we're accelerating. The time dilation is increasing.
And | think that's part of what's causing people to say that progress is slowing down, but if you look at the
scaling laws, they're continuing to hold true. We did kind of need this transition from normal pre-training
to reinforcement learning scaling up to continue the scaling laws, but | think it's kind of like for
semiconductors where it's less about the density of transistors that you can fit on a chip and more about
how many flops can you fit in a data center or something. You have to change the definition around a
little bit to keep your eye on the prize. But yeah, this is one of the few phenomena in the world that has
held across so many orders of magnitude. It's actually pretty surprising that it is continuing to hold. To
me, if you look at fundamental laws of physics, many of them don't hold across 15 orders of magnitude,
so it's pretty surprising.

AR ERIE:

XEEERN, BAXMEERAGAATNARSEI—R, MEMKREE, MUREFEAEEIIXE
B, MFEEE—= AR/ \E8RNE" . FANHERLFE—BEMRE, MRFERELHBHTER, URIRE
—F—R, MEMERNFINLE (post-training) HABN#E, HNBESIERE="AMELRT. FIUEK
WHRERSHEKMF EEEMR, BEE—FEFIEREEIESEMY, Dario BELLE—RIAICERTT, MED
M—RESTFHIK ENAEX, MERIMEEMER, EREKENEEEM. FIANZMESBATRERRE
MEDRE, BMRMEMEEN, EIURARRIL. HIHEFEMNSBRITINIFEERLFINMRL, LU
EFPAEEN, ERIANZBERGFRE, ERFTBRMEECH LEHASZVRAERE, MERERERLE
REEHZDES (flops). RUBTIHMAE—TEX, FHIIEE. B2, K2R LR DREEHXAZH
EBRERAMILNNRZ—. CREFENIBIREELS NIRRT, WHEKYR, NRMEVEFHNELTERE, REE
BRERTAEH 15 MBS, FRUAXIERIRA.

(00:09:47) Lenny Rachitsky
English:

It boggles the the mind. What you're saying essentially is we're seeing newer models being released more
often, and so we're comparing it to the last version and we're just not seeing as much advance. But if you
go back and it was like a model released once a year, it was a huge leap, and so people are missing that.
We're just seeing many more iterations.

FRCERIR:
XKL ABLUER. RRNERLER, RNEIFRELRGIRXREST, AURIMNEEZEN L—ThRE

Eb, BOEHDKBAKR. BMRMREILE, UFI—FRG—MRE, BR2—TEXRB KK, FAUAINRET
X—mo HINRABEETEZRNE,

(00:10:51) Benjamin Mann
English:

| guess, to be a little bit more generous to the people saying things are slowing down. | think that for
some tasks we are saturating the amount of intelligence needed for that task, maybe to extract
information from a simple document that already has form fields on it or something like it's just so easy
that okay, yeah, we're already at 100% and there's this great chart on Our World in Data that shows that
when you release a new benchmark within six to 12 months, it immediately gets saturated. And so maybe



the real constraint is how can we come up with better benchmarks and better ambition of using the tools

that then reveals the bumps in intelligence that we're seeing now.
R EIE:

HE, WAL HEERENABNERS —SE, RANATTFEEES, BINELRR T ZESRENEER
M. LLIIM— T EEBEREFENEEXHEPEIER, XXB27, RINELEFT 100% BVER=EK, £
Our World in Data EBE—KREMNERETR, HRLAH—HNEENX (benchmark) B, 76 2 12 1A
A, EMILZENXREM, PR, BEEMYIRARESHINEREEFIERENL, URINFEIESEFOER
XETHR, NMEREFENTMEFINEEREH

(00:10:57) Lenny Rachitsky

English:

That's a good segue to you have a very specific way of thinking about AGI and defining what AGI means.
R EIE:

XB—MREFISE, 7 AGI B—HMIEEAAFNEE HFHNE .

(00:10:57) Benjamin Mann
English:

I think AGl is kind of a loaded term, and so | tend not to use it very much anymore internally. Instead, | like
the term transformative Al because it's less about can it do as much as people do? Can it do literally
everything and more about objectively is it causing transformation in society and the economy? A very
concrete way of measuring that is the Economic Turing Test. | didn't come up with this, but | really like it.
It's this idea that if you contract an agent for a month or three months on a particular job, if you decide to
hire that agent and it turns out to be a machine rather than a person, then it's passed the Economic
Turing Test for that role. And then you can sort of expand that out in the same way that for measuring
purchasing power parity or inflation, there's a basket of goods. You can have a market basket of jobs, and
if the agent can pass the Economic Turing Test for 50% of money-weighted jobs, then we have
transformative Al and the exact thresholds don't really matter that much, but it's kind of illustrative to say
if we pass that threshold, then we would expect massive effects on world GDP increases and societal
change and how many people are employed and things like that because societal institutions and
organizations are sticky, it's slow to have change, but once these things are possible you know that it's
the start of a new era.

FROCERIR:

AN AGI B— MR BERMINILE XA, FIURIAEERSHRTFABIZEAE, Bk, HER “TEH
A" (transformative Al) XMiE, AAEARBUET “CSRHEFIMA—FZE? ” = “CEMFAEERE
13?7, MESMKXITFEMLERTIIETHSMNEFNEE, HEX—RN—TMEERENGER “&%F
ERMWL” . XARHARARN, EXRFEERE, XMEZE: NRMRA—IMHFERUERA ISR
(agent) —MAZH=TA, NRIMRERBXNMEEE, EREAMER—MBEMAZRA, BAERBEL T %
RANEFER N, ARRAUGEEWINFNIEEEAKIE, B—1 “TEEF KB MR
SNREREIAREIET 50% (EHFHBIIN) MAINZFERMIR, BARNMAETEEM Al. AFREERLH
FHRALEE, BERATHNRAEXNEE, FATATUFALER GDP FARIBIE K. HITREURMIABNE
HEEF, AAMSHEENHARAZERMERN, TERIE, E—BEXEHBEMAATEE, MMAE MRS
To



(00:12:56) Lenny Rachitsky
English:

Along these lines, Dario, your CO recently talked about how Al is going to take a huge part of, | don't know,
half of white-collar jobs, that unemployment might go up to something like 20%. | know you're even
more vocal and opinionated about just how much impact Al is already having in the workplace that
people may not even be realizing. Talk about just what you think people are missing about the impact Al
is going to have on jobs and is already having.

AR ERIE:

IS XA EE, fR18Y CEO Dario ik Al IR A—& 72— FHAME, WiFf—FaaIE, Kl
KAl EFE 20% A, FHALERM Al EEERG~ENEMBER MR, EEFHTRE, MAIMAEEE
ERBARIREX—Ro RRIMARANTE Al AR (BEERRMIVR) E2BT 4.

(00:12:56) Benjamin Mann
English:

Yeah, so from an economic standpoint, there's a couple different kinds of unemployment, and one is
because the workers just don't have the skills to do the kinds of jobs that the economy needs. And
another kind is where those jobs are just completely eliminated, and | think it's going to be actually a
combination of these things, but if you just think about 20 years in the future where we're way past the
singularity, it's hard for me to imagine that even capitalism will look at all like it looks today. If we do our
jobs, we will have safe aligned superintelligence, we'll have, as Dario says, in Machines of Love and Grace,
a country of geniuses in a data center, and the ability to accelerate positive change in science, technology,
education, mathematics, it's going to be amazing. But that also means in a world of abundance where
labor is almost free and anything you want to do, you can just ask an expert to do for you, then what do
jobs even look like? And so | guess there's this scary transition period from where we are today where
people have jobs and capitalism works and the world of 20 years from now where everything is
completely different, but part of the reason they call it the singularity is that it's a point beyond which you
can't easily forecast what's going to happen. It's just such a fast rate of change and so different that it's
hard to even imagine. | guess taking the view from the limit, it's pretty easy to say hopefully we'll have
figured it out. And in a world of abundance, maybe the jobs themselves, it's not that scary, and | think
making sure that that transition time goes well is pretty important.

FRCERIR:

BN, MEFEREFRE, RIE/IHARNRE: —MERATAFRAERLFAAENREE, 3—MEaXLET
EWIMIRERT . HIANERLEERXMENES. BNRFER 20 FEHFREK, BEEKNELETEBTR, K
BEBREZERREINIERRSRXMEF. MRFENMHLF T IE, BITRIBEREXFTHBREEE, i
$54#8E —IEW Dario 7 (E5REBAIHEE) (Machines of Love and Grace) HFriisI—HUEHROLEHN—1
“KAZE , URMERZE. R #HE. HEVARRTENGES, BERIFAN. EXHWEKE, T—
NS FERE. MEBNEFASHITLUEERANGNFERERE, THEIARSEAAEF? FRUEE, M
BMNESRZINMAMNELE. BEENEERFWER, 5 20 FEFIMZ2FRANHR, SF— I E0SE
Hlo ZFAUMZA “BR" , BLRERAETFITHRNR, MRABETNSLZEFL. TUEREXR, ZRX
K, BEEMUER, HBMRBRHNBERE, REZUGZIFRNBEINECEMRT XERH, F— N FRMHE
RE, WFTERSHRIARNE, BHIANRERIERIRFHITEIEEEEN,

(00:15:14) Lenny Rachitsky



English:

There's a couple of threads | want to follow there. One is people hear this, there's a lot of headlines
around this. Most people probably don't actually feel this yet or see this happening and so there's always
this, | guess, | don't know, maybe, but | don't know it's hard to believe, my job seems fine. Nothing's
changed. What are you seeing just happening today already that you think people don't see or
misunderstand in terms of the impact Al is having on jobs?

FRCERIR:

FRINE X MEFRANRIT LR, —RAMNAETXE, BREBMEXROLFME, BEAZBATEELREELE
RUEBHEBIX—RE, FAASSEXMIEE: “BANE, BIFE, BREEE, HNIEEEREL,
FAfRaZ.” £ A MRS E, FEEISRELRETWMEATLEIHRENER?

(00:15:14) Benjamin Mann
English:

| think part of this is that people are really bad at modeling exponential progress. And if you look at an
exponential on a graph, it looks flat and almost zero at the beginning of it, and then suddenly you hit the
knee of the curve and things are changing real fast and then it goes vertical. That's the plot that we've
been on for a long time. | guess | started feeling it in 2019 maybe when GPT-2 came out and | was like,
"Oh, this is how we're going to get to AGL." But | think that was pretty early compared to a lot of people
where when they saw ChatGPT, they were like, "Wow, something is different and changing." And so |
guess | wouldn't expect widespread transformation in a lot of parts of society, and | would expect this
skepticism reaction. | think it's very reasonable and it's exactly what is the standard linear view of
progress. But | guess to cite a couple of areas where | think things are changing quite quickly. In customer
service we're seeing with things like Fin and Intercom, they're a great partner of ours, 82% customer
service resolution rates automatically without a human involved. And in terms of software engineering,
our Claude Code team, like 95% of the code is written by Claude. But | think a different way to phrase that
is that we write 10X more code or 20X more code, and so a much, much smaller team can just be much,
much more impactful. And similarly for the customer service, yes, you can phrase it as 82% customer
service resolution rates, but that nets out in the humans doing those tasks, able to focus on the harder
parts of those tasks. And for the more tricky situations that in a normal world like five years ago, they
would've had to just drop those tickets because it was too much effort for them to actually go do the
investigation. There were too many other tickets for them to worry about. | think in the immediate term,
there will be a massive expansion of the pie and the amount of labor that people can do. I've never met a
hiring manager at a growth company and heard them say, "I don't want to hire more people." That's the
hopeful version of it. But with things that are lower skill jobs or less headroom on how good they can be, |
think there will be a lot of displacement. It is just something we as a society need to get ahead of and

work on.
FRSCERIE:
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(00:18:16) Lenny Rachitsky
English:

Okay. | want to talk more about that, but something that | also want to help people with is how do they
get a leg up in this future world? They listen to this, they're like, "Oh, this doesn't sound great. | need to
think ahead." | know you won't have all the answers, but just do you have any advice for folks that want
to try to get ahead of this and kind of future-proof their career and their life to not be replaced by Al?
Anything you've seen people do, anything you recommend they start trying to do more of?

AR ERIE:
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(00:18:16) Benjamin Mann
English:

Even for me and being in the center of a lot of this transformation, I'm not immune to job replacement
either. Just some vulnerability there of at some point it's coming for all of us.

AR ERIE:
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(00:18:27) Lenny Rachitsky
English:

Even you, Ben, now.

R EE:

BEEEMREE, Ben,

(00:18:29) Benjamin Mann
English:

And you, Lenny.

FRCEIE:

Eﬁﬂ]\’ ) Len nyo



(00:18:32) Lenny Rachitsky
English:

And me.

R ERE:

THEH.

(00:18:32) Benjamin Mann
English:

Sorry.

FSCEiE:

1278

(00:18:32) Lenny Rachitsky
English:

Oh, wait, we've gone too far now. Okay.
R EE:

MR, FF, T T, HFE,

(00:18:36) Benjamin Mann
English:

But in terms of the transition period, yeah, | think there are things that we can do, and | think a big part of
it is just being ambitious and how you use the tools and being willing to learn new tools. People who use
the new tools as if they were old tools tend to not succeed. As an example of that, when you're coding,
people are very familiar with autocomplete, people are familiar with SimpleChat where they can ask
questions about the code base, but the difference between people who use Claude Code very effectively
and people who use it not so effectively is like are they asking for the ambitious change? And if it doesn't
work the first time, asking three more times because our success rate when you just completely start over
and try again is much, much higher than if you just try once and then just keep banging on the same thing
that didn't work. And even though that's a coding example and coding is one of the areas that's taking off
most dramatically, we have seen internally that our legal team and our finance team are getting a ton of
value out of using Claude Code itself. We're going to be making better interfaces so that they will have an
easier time and require a little bit less jumping in the deep end of using Claude Code in the terminal. But
yeah, we're seeing them use it to redline documents and use it to run BigQuery analyses of our customers
and our revenue metrics. | guess it's about taking that risk and even if it feels like a scary thing, trying it
out.

FRCERIR:
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(00:20:35) Lenny Rachitsky
English:

The advice here is use the tools. That's something everyone's always saying, just actually use these tools.
It's like sit in Claude Code. And your point about being more ambitious than you naturally feel like being
because maybe it'll actually accomplish the thing. This tip of trying it three times so the idea there is it
may not get it right the first time. Is the tip there ask it in different ways or is it just try harder, try again?

AR ERIE:

XENBNZRFEATR, XRAK—EERN, MBEEZAXETR, IR Claude Code 1o EHETR
RERY, BLUREARRINEREF O, HABFERENETEBHE. XTRHZRNEN, BERREHE—
RATREMA IS, XERIGRUARBAIER, EE2NE “BEN—x, Bd—R" ?

(00:20:35) Benjamin Mann
English:

Yeah, | mean you can just literally ask the exact same question. These things are stochastic and
sometimes they'll figure it out and sometimes they won't. In every one of these model cards, it always
shows pass it one versus pass it in. And that's exactly the thing where they try the exact same prompt,
sometimes it gets it, sometimes it doesn't. That's the dumbest advice. But yeah, | think if you want to be a
little bit smarter about it, there can be gains there of saying, "Here's what you already tried and it didn't
work, so don't try that. Try something different." That can also help.

FROCERIR:

=1, ENERRMRIUFE LRTSERMRM, XEEZFEE (stochastic) , BRE(IERE, Y
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REELRRTEERINNFGE, FIUGIREEANT, BN XtaBEEER,

(00:21:19) Lenny Rachitsky
English:

The advice is comes back to something that a lot of people talk about these days is you won't be replaced
by Al at least anytime soon you'll be replaced by someone that is very good using Al?

FROCERIR:

XANMEBNUXET T &RERZAKIEN—R: FFAEK A BRRK, EVEBERNTRSR, REFE— 1 EEEKFER AN
AER?



(00:21:19) Benjamin Mann
English:

| think in that area it's more like your team will just do dramatically more stuff. We're definitely not
slowing down on hiring at all, and some people are confused by that. Even in an onboarding class,
somebody asked that and they were like, "Why did you hire me if we're all just going to be replaced?" And
the answer is the next couple of years are really critical to get right and we're not at the point where we're
doing complete replacement. Like | said, we're still at that flat zero looking part of the exponential
compared to where we will be. It is super important to have great people and that's why we're hiring
super aggressively.

FRCERIR:

HIANEBNUE, BEZHNERZMOEARSTRASFIZANLE RINENKBEREBRERE, FEAXMIL
REIEZ, BEEEANREINRE, AR “MRENBERBMAT, (RATAERERRR? " BRE, ETX
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(00:22:13) Lenny Rachitsky
English:

Let me take another approach to asking this question something ask everyone that's at the very cutting
edge of where Al is going. You have kids, knowing what you know about where Al is heading and all these
things you've been talking about, what are you focusing on teaching your kids to help them thrive in this
Al future?

AR ERIE:

IFRAD A AR NEE, XEHEES—MTF Al FGNANRE. (REZF, BEFMRX Al ERBT#EUKRMR
NIAREBIBPREXLE, MERBLHFITA, UEBIMIITE Al RRPELAK?

(00:22:13) Benjamin Mann
English:

Yeah, | have two daughters, a one-year-old and a three-year-old, so it's pretty in the basics still. And our
three-year-old is now capable of just conversing with Alexa Plus and asking her to explain stuff and play
music for her and all that stuff. She's been loving that. But | guess more broadly, she goes to a Montessori
school and | just love the focus on curiosity and creativity and self-led learning that Montessori has. |
guess if | were in a normal era like 10, 20 years ago and | had a kid, maybe | would be trying to line her up
for going to a top tier school and doing all the extracurriculars and all that stuff. But at this point, | don't
think any of it's going to matter. | just want her to be happy and thoughtful and curious and kind. And the
Montessori school is definitely doing great at that. They text us throughout the day. Sometimes they're
like, "Oh, your kid got in an argument with this other kid and she has really big emotions and she tried to
use her words." | love that. | think that's exactly the kind of education that | think is most important, that

the facts are going to fade into the background.
R EIE:

28, HERINL)L, —1N—%, —1 =%, FAIUBERATFIEERMBIME. FHITN=% &) LIEE LKL
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F. 20 F@1, FETHSF, BFRIEDLHNTRFR, SMFAERNRINEEIFEF. EEERXTHNR,
BEPRUNRETER . HRARERIREK. BRA. FHFHER. XNRMFREXSEMSEDIT. il
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(00:23:28) Lenny Rachitsky
English:

I'm a huge fan of Montessori also. I'm trying to get our kid into Montessori school. He's two years old, so
we're on the same track. This idea of curiosity, it comes up every single time. Ask someone that's working
at the cutting edge of Al, what skill to instill in your child and curiosity comes up the most. | think that's a
really interesting takeaway. | think this point about being kind is also really important, especially with our
Al overlords trying to be kind to them. | love how people are always saying thank you to Claude. And then
creativity. That's interesting. That doesn't come up as much just being creative. | want to go in a different
direction. | want to go back to the beginning of Anthropic. Famously you and eight of you left OpenAl
back in the day in 2020, | believe the end of 2020 to start Anthropic. Talk a little bit about why this
happened, what you guys saw. I'm curious, just if you're willing to share more, just what is it that you saw
at OpenAl, what'd you experience there that made you feel like, okay, we got to go do our own thing?

FRCERIR:

HEREHRFNEEN L, REXSULRNEFATRBRIZR. RS 7T, FURNT A FHOLX
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(00:24:29) Benjamin Mann
English:

Yeah, so for the listeners, | was part of the GPT-2=3 project at OpenAl, ended up being one of the first
authors on the paper, and | also did a bunch of demos for Microsoft to help raise $1 billion from them, did
the tech transfer of GPT-3 to their systems so that they could help serve the model in Azure. | did a bunch
of different things there on both the more researchy side and the product side. One weird thing about
OpenAl is that while | was there, Sam talked about having three tribes that needed to be kept in check
with each other, which was the safety tribe, the research tribe, and the startup tribe. And whenever |
heard that, it just struck me as the wrong way to approach things because the company's mission
apparently is to make the transition to AGI safe and beneficial for humanity. And that's basically the same
as Anthropic's mission. But internally, it felt like there was so much tension around these things. And |
think when push came to shove, we felt like safety wasn't the top priority there. And there are good
reasons that you might think that if you thought safety was going to be easy to solve or if you thought it
wasn't going to have a big impact, or if you thought that the chance of big negative outcomes was
vanishingly small, then maybe you would just do those kinds of actions. But at Anthropic we felt, | mean
we didn't exist then, but it was basically the leads of all the safety teams at OpenAl, we felt that safety is
really important, especially on the margin. And so if you look at who in the world is actually working on
safety problems, it's pretty small set of people. Even now, | mean the industry is blowing up, as |
mentioned, 300 billion a year CapEx today, and | would say maybe less than 1,000 people working on it



worldwide, which is just crazy. That was fundamentally why we left. We felt like we wanted an
organization where we could be on the frontier, we could be doing the fundamental research, but we
could be prioritizing safety ahead of everything else. And | think that's really panned for us in a surprising
way. We didn't know even if it would be possible to make progress on the safety research because at the
time, we had tried a bunch of safety through debate and the models weren't good enough. And so we
basically had no results on all of that work, and now that exact technique is working and many others
that we have been thinking about for a long time. Yeah, fundamentally it comes down to is safety the
number one priority? And then something that we've sort of tacked on since then is like, can you have
safety and be at the front here at the same time? And if you look at something like sycophancy, | think
Claude is one of the least sycophantic models because we've put so much effort into actual alignment
and not just trying to good heart our metrics of saying user engagement is number one, and if people say
yes, then it's good for them.

FROCERIR:
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(00:28:03) Lenny Rachitsky
English:

Okay. Let's talk about this tension that you mentioned, this tension between safety and progress, being
competitive in the marketplace. | know you spent a lot of your time on safety. | know that as you just
alluded to, this is a core part of how you think about Al. | want to talk about why that is, but first of all, just
how do you think about this tension between focusing on safety while also not falling way behind?

FRCERIR:
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(00:28:03) Benjamin Mann



English:

Yeah, so initially we thought that it would be sort of one or the other, but I think since then we've realized
that it's actually kind of convex in the sense that working on one helps us with the other thing. Initially
when Opus 3 came out and we were finally at the frontier of model capabilities, one of the things that
people really loved about it was the character and the personality. And that was directly a result of our
alignment research. Amanda Askell did a ton of work on this and as well as many others who tried to
figure out what does it mean for an agent to be helpful, honest, and heartless, and what does it mean to
be in difficult conversations and show up effectively? How do you do a refusal that doesn't shut the
person down, but makes them feel like they understand why the agent said, "I can't help you with that.
Maybe you should talk to a medical professional, or maybe you should consider not trying to build bio-
weapons or something like that." Yeah, | guess that's part of it. And then another piece that's come out is
constitutional ai, where we have this list of natural language principles that leads the model to learn how
we think a model should behave. And they've been taken from things like the UN Declaration of Human
Rights and Apple's privacy terms of service and a whole bunch of other places, many of which we've just
generated ourselves that allow us to take a more principled stance, not just leaving it to whatever human
raiders we happen to find, but we ourselves deciding what should the values of this agent be? And that's
been really valuable for our customers because they can just look at that list and say like, "Yep, these
seem right. | like this company, | like this model. | trust it."

FRCERIR:

=, ROBIMTAAXAEE E—NXR, EMBUEHNFIRE, EXFLEEM ‘Ot 19, BIHARE
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(00:29:53) Lenny Rachitsky
English:

Okay, this is awesome. One nugget there is your point that the personality of Claude, its personality is
directly aligned with safety. | don't think a lot of people think about that. And this is because of the values
that you imbue, is that the word, with constitutional Al and things like that. Like the actual personality of

the Als directly connected to your focus on safety.
R EIE:

XET. XEE—IRA: fREE Claude I ME, ERTMMEERSRENTT. HNARZANLEEREX—R.
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(00:30:16) Benjamin Mann

English:



That's right. That's right. And from a distance, it might seem quite disconnected, like how is this going to
prevent X risk? But ultimately it's about the Al understanding what people want and not what they say.
We don't want the Monkey Paw Scenario of the genie gives these three wishes and then you end up
having everything you touch turns of gold. We want the Al to be like, oh, obviously what you really meant
was this, and that's what I'm going to help you with. I think it is really quite connected.

FROCERIR:
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(00:30:45) Lenny Rachitsky
English:

Talk a bit more about this constitutionally Al. This is essentially you bake in, here's the rules that we want
you to abide by and it's values, you said it's the Geneva Human Rights Code, things like that. How does
that actually work? | think the core here is just this is baked into the model. It's not something you add on
top later.

AR ERIE:

BRI NEER Ale XAFERIRENT —LEMN, B “HIFZEIRETHMN” MNEW, REEEA
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(00:31:08) Benjamin Mann
English:

I'll just give a quick overview of how constitutionally Al actually works. The idea is the model is going to
produce some output with some input by default before we've done our safety and helpful and
harmlessness training. Let's say an example is write me a story, and then the constitutional principles
might include things like people should be nice to each other and not have hate speech, and you should
not expose somebody's credentials if they give them to you in a trusting relationship. And so some of
these constitutional principles might be more or less applicable to the prompt that was given. And so first
we have to figure out which ones might apply. And then once we figure that out, then we ask the model
itself to first generate a response and then see does the response actually abide by the constitutional
principle? And if the answer is, yep, | was great, then nothing happens. But if the answer is no, actually |
wasn't in compliance with the principle, then we ask the model itself to critique itself and rewrite its own
response in light of the principle, and then we just remove the middle part where it did the extra work.
And then we say, "Okay, in the future just produce the correct response out the gate." And that simple
process, hopefully it sounded simple. It is just using the model to improve itself recursively and align
itself with these values that we've decided are good. And this is also not something that we think as a
small group of people in San Francisco should be figuring out. This should be a society wide
conversation. And that's why we've published the Constitution. And we've also done a bunch of research
on defining a collective constitution where we ask a lot of people what their values are and what they
think an Al model should behave like. But yeah, this is all an ongoing area of research where we're
constantly iterating.



AR ERIE:
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(00:33:15) Lenny Rachitsky (Sponsor Segment)
English:

This episode is brought to you by Fin, the number one Al agent for customer service. If your customer
support tickets are piling up, then you need Finn. Fin is the highest performing Al agent on the market
with a 59% average resolution rate. Fin resolves even the most complex customer queries. No other Al
agent performs better. In head head bake-offs with competitors. Fin wins every time. Yes, switching to a
new tool can be scary, but Fin works on any help desk with no migration needed, which means you don't
have to overhaul your current system or deal with delays in service for your customers. And Fin is trusted
by over 5,000 customer service leaders and top Al companies like Anthropic and Synthesia. And because
Fin is powered by the Fin Al engine, which is a continuously improving system that allows you to analyze,
train, test, and deploy with ease, Fin can continuously improve your results too. If you're ready to
transform your customer service and scale your support, give Finn a try for only .99 cents per resolution.
Plus Fin comes with a 90-day money back guarantee. Find out how Finn can work for your team at
fin.ai/lenny.

AR ERIE:
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(00:34:51) Lenny Rachitsky
English:

I'm going to kind of zoom out a little bit and talk about just why this is so core to you. What was your
inception of just like, holy shit, | need to focus on this with everything | do in ai? Obviously it became a
central part of Anthropic's mission more than any other company. A lot of people talk about safety, like
you said, only maybe 1,000 people actually work on it. | feel like you're at the top of that pyramid of



actually having the impact on this. Why is this so important? What do you think people maybe are

missing or don't understand?
R EIE:

BEWHADE— R, WRATAZIRULEEZ D, R ARMERRATIRE: “XU, KT Al JURBBE—H
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(00:34:51) Benjamin Mann
English:

For me, | read a lot of science fiction growing up, and | think that sort of positioned me to think about
things in a long-term view. And a lot of science fiction books are like space operas where humanity is a
multi galactic civilization has extremely advanced technology building Dyson spheres around the sun
with sentient robots to help them. And so for me, coming from that world, it wasn't like a huge leap to
imagine machines that could think. But when | read Superintelligence by Nick Bostrom in around 2016, it
really became real for me where he just describes how hard it will be to make sure that an Al system
trained with the kinds of optimization techniques that we had at the time would be anywhere near
aligned, would even understand our values at all. And since then, my estimation of how hard the problem
would be has gone down significantly actually, because things like language models actually do really
understand human values in a core way. The problem is definitely not solved, but I'm more hopeful than |
was. But since | read that book, | immediately decided | had to join OpenAl, so | did. And at the time, there
were a tiny research lab with basically no claim to fame at all. | only knew about them because my friend
knew Greg Brockman, who was the CTO at the time. And Elon was there and Sam wasn't really there. And
it was a very different organization. But over time, | think the case for safety has gotten a lot more
concrete where when we started OpenAl, it was not clear how we get to AGI. And we were like, maybe
we'll need a bunch of RL agents battling it out on a desert island and consciousness will somehow
emerge. But since then, since language modeling has started working, | think the path has become pretty
clear. | guess now the way | think about the challenges are pretty different from how they're laid out in
superintelligence. Superintelligence is a lot about how do we keep God in a box and not let the God out.
And with language models, it's been kind of both hilarious and terrifying at the same time to see people
pulling the God out of the box and being like, "Yeah, come use the whole internet. Here's my bank
account, do all sorts of crazy stuff." Just such a different tone from superintelligence. And to be clear, |
don't think it's actually that dangerous right now. Our responsible scaling policy defines these Al safety
levels that tries to figure out for each level of model intelligence, what is the risk to society. And currently
we think we're at ASL-3, which is maybe a little bit risk of harm but not significant. ASL-4 starts to get to
significant loss of human life if a bad actor misuse the technology. And then ASL-5 is potentially extinction
level if it's misused or if it is misaligned and does its own thing. We've testified to Congress about how
models can do biological uplift in terms of making new pandemics using the models, and that's the A/B
test against Google Search. That's like the previous state of the art on uplift trials. And we found that with
ASL-3 models, it is actually somewhat significant. It does really help if you wanted to create a bioweapon,
and we've hired some experts who actually how to evaluate for those things, but compared to the future,
it's not really anything. And | think that's another part of our mission of creating that awareness of saying,
"If it is possible to do these bad things, then legislators should know what the risks are." And | think that's
part of why we're so trusted in Washington because we've been sort of upfront and clear-eyed about
what's going on, what's probably going to happen.

FROCERIR:
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(00:39:35) Lenny Rachitsky
English:

It's interesting because you guys put out more examples of your models doing bad things than anyone
else. There was | think a story of an agent or a model trying to blackmail engineer. You guys had the store
that you ran internally that was selling you things and ended up not working out great as losing a lot of
money, ordered all these tungsten cubes or something. Is part of that just making sure people are aware
of what is possible, just it makes you look bad, right? It's like, oh, our model's messing up in all these

different ways. What's the thinking of just sharing all the stories that other companies don't?

R EIE:
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(00:39:35) Benjamin Mann
English:

Yeah, | mean | think there's a traditional mindset where it makes us look bad, but | think if you talk to
policymakers, they really appreciate this kind of thing because they feel like we're giving them the
straight talk and that's what we strive to do, that they can trust us, that we're not going to paper things
over or sugarcoat things. That's been really encouraging. Yeah, | think for the blackmail thing, it blew up



in the news in a weird way where people were like, "Oh, Claude's going to blackmail you in a real life
scenario." But it was a very specific laboratory setting that this kind of thing gets investigated in. And |
think that's generally our take of let's have the best models so that we can exercise them in laboratory
settings where it's safe and understand what the actual risks are, rather than trying to turn a blind eye
and say, "Well, it'll probably be fine." And then let the bad thing happen in the wild.

FROCERIR:
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(00:41:15) Lenny Rachitsky
English:

One of the criticisms you guys get is that you do this to kind of differentiate or raise money to create
headlines. It's like, oh, they're just over there dooming glooming us about where the future is heading. On
the other hand, Mike Krieger was on the podcast and he shared how every prediction Dario's had about
the progress Al is going to have is just spot on year after year and he's predicting 2027, 28 AGI, something
like that so these things start to get real. | guess, what's your response to folks that are just like, "Ah, these
guys are just trying to scare us all just to get attention?"

FROCERIR:
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(00:41:15) Benjamin Mann
English:

I mean, | think part of why we publish these things is we want other labs to be aware of the risks. And yes,
there could be a narrative of we're doing it for attention, but honestly from a attention grabbing thing, |
think there is a lot of other stuff we could be doing that would be more attention grabbing if we didn't
actually care about safety. A tiny example of this is we published a computer using agent reference
implementation in our APl only because when we built a prototype of a consumer application for this, we
couldn't figure out how to meet the safety bar that we felt was needed for people to trust it and for it not
to do bad things. And there are definitely safe ways to use the API version that we're seeing a lot of
companies use for automated software testing, for example, in a safe way. We could have gone out and
hyped that up and said, "Oh my God, Claude can use your computer and everybody should do this
today." But we were like, "It's just not ready and we're going to hold it back till it's ready." | think from a
hype standpoint, our actions show otherwise. From a Doomer perspective, it's a good question. | think
my personal feeling about this is that things are overwhelmingly likely to go well, but on the margin
almost nobody is looking at the downside risk. And the downside risk is very large. Once we get to
superintelligence, it will be too late to align the models probably. This is a problem that's potentially
extremely hard and that we need to be working on way ahead of time. And so that's why we're focusing



on it so much now. And even if there's only a small chance that things go wrong, to make an analogy, if |
told you that there is a 1% chance that the next time you got in an airplane you would die, you probably
think twice even though it's only 1% because it's just such a bad outcome. And if we're talking about the
whole future of humanity, it's just a dramatic future to be gambling with. | think it's more on the sense of
yes, things will probably go well, yes, we want to create safe AGl and deliver the benefits to humanity, but
let's make triple sure that it's going to go well.

FROCERIR:
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(00:43:40) Lenny Rachitsky
English:

You wrote somewhere that creating powerful Al might be the last invention humanity ever needs to
make. If it goes poorly, it can mean a bad outcome for humanity forever. If it goes well, the sooner it goes
well, the better. Such a beautiful way to summarize it. We had a recent guest, Sandra Schulhoff, who
pointed out that Al right now it's like just on a computer, you could maybe search just the web, but
there's only so much harm it could do. But when it starts to go into robots and all these autonomous
agents, that's when it really starts, like physically becomes dangerous if we don't get this right.

FRZERIE:
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(00:44:12) Benjamin Mann
English:

Yeah, | think there's some nuance to that where if you look at how North Korea makes a significant
fraction of its economy revenue, it's from hacking crypto exchanges. And if you look at, there's this Ben
Buchanan book called The Hacker in The State that shows Russia did, it's almost like a live fire exercise
where they just decided that they would shut down one of Ukraine's bigger power plants and from
software destroy physical components in the power plant to make it harder to boot back up again. And so
| think people think of software as like, oh, it couldn't be that dangerous, but millions of people were
without power for multiple days after that software attack. | think there are real risks even when things



are software only. But | agree that when there's lots of robots running around, it gets, the stakes get even
higher. And | guess as a small push on this, Unitree is this Chinese company with these really amazing
humanoid robots that cost $20,000 each, and they can do amazing things. They can do a standing back
flip and manipulate objects, and the real thing that's missing there is the intelligence. And so the
hardware is there and it's just going to get cheaper. And | think in the next couple of years, it's like a pretty
obvious question of whether the robot intelligence will make it viable soon.

FROCERIR:
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(00:45:41) Lenny Rachitsky
English:

How much time do we have, Ben? What is your prediction of when this singularity hits until
superintelligence starts to take off? What's your prediction?

FROCERIR:
7, FEBZDE? RINEGAENEIR, BREEANTGRE? MIFIRHA?

(00:45:52) Benjamin Mann
English:

Yeah, | guess | mostly defer to the superforecasters here. The Al 2027 report is probably the best one right
now. Although ironically, their forecast is now 2028, and they didn't want to change the name of the
thing-

FRCERIR:
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(00:46:08) Lenny Rachitsky
English:

The domain name, they already bought it.
FRCERIE:
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(00:46:10) Benjamin Mann
English:

They already had the SEO. | think 50th percentile chance of hitting some kind of superintelligence in just a
small handful of years is probably reasonable. And it does sound crazy, but this is the exponential that
we're on. It's not like a forecast that's pulled out of thin air. It's based on a lot of just hard details of the
science of how intelligence seems to have been improving, the amount of low hanging fruit on model
training, the scale ups of data centers and power around the world. | think it's probably a much more
accurate forecast than people give it credit for. | think if you had asked that same question 10 years ago, it
would've been completely made up. Just the error bars were so high and we didn't have scaling laws
back then and we didn't have techniques that seemed like they would get us there. Times have changed,
but | will repeat what | said earlier, which is even if we have superintelligence, | think it will take some
time for its effects to be felt throughout society and the world. And | think they'll be felt sooner and faster
in some parts of the world than others. | think Arthur C. Clark said, the future is already here, it's just not

evenly distributed.

AR ERIE:
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(00:47:45) Lenny Rachitsky
English:

When we talk about this date of 2027, 2028, essentially it's when we start seeing superintelligence. Is
there a way you think about what that... How do you define that? Is it just all of a sudden Al's significantly
smarter than the average human? Is there another way you think about what that moment is?

FRZERIE:
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(00:47:45) Benjamin Mann
English:

Yeah, | think this comes back to the Economic Turing Test and seeing it pass for some sufficient number of
jobs. Another way you could look at it though is if the world rate of GDP increase goes above 10% a year,
then something really crazy must have happened. | think we're at 3% now. And so to see a 3X increase in
that would be really game changing. And if you imagine more than a 10% increase, it's very hard to even
think about what that would mean from a individual story standpoint. If the amount of goods and
services in the world is doubling every year, what does that even mean for me as a person living in
California, let alone somebody living in some other part of the world that might be much worse off?

FROCERIR:
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(00:48:49) Lenny Rachitsky
English:

There's a lot of stuff here that's scary and | don't know how to think about it exactly. I'm hoping the
answer to this is going to make me feel better. What are the odds that we align Al correctly and actually
solve this problem, the stuff you're very much working on?

FRCERIR:
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(00:48:49) Benjamin Mann
English:

It's a really hard question. And there's really wide error bars. Anthropic has this blog post called Our
Theory of Change or something like that, and it describes three different worlds, which is how hard is it to
align Al. There's a pessimistic world where it is basically impossible. There's an optimistic world where it
is easy and it happens by default. And then there's the world in between where our actions are extremely
pivotal. And | like this framing because it makes it a lot more clear what to actually do. If we're in the
pessimistic world, then our job is to prove that it is impossible to align safe Al and to get the world to slow
down. Obviously that would be extremely hard. But | think we have some examples of coordination from
nuclear non-proliferation and in general slowing down nuclear progress. And | think that's the Doomer
world basically. And as a company, Anthropic doesn't have evidence that we're actually in that world yet,
in fact, it seems like our alignment techniques are working. At least the prior on that is updating to be less
likely. In the optimistic world, we're basically done, and our main job is to accelerate progress and to
deliver the benefits to people. But again, | think actually the evidence points against that world as well
where we've seen evidence in the wild of deceptive alignment, for example, where the model will appear
to be aligned but actually have some ulterior motive that it's trying to carry out in our laboratory settings.
And so | think the world we're most likely in is this middle where alignment research actually does really
matter. And if we just do sort of the economically maximizing set of actions, then things will not go well.
Whether it's an X risk or just produces bad outcomes, | think is a bigger question. Taking it from that
standpoint, | guess to state a thing about forecasting, people who haven't studied forecasting are bad at
forecasting anything that's less than a 10% probability of happening. And even those that have, it's quite
a difficult skill, especially when there are few reference classes to lean on. And in this case, | think there
are very, very few reference classes for what an X risk kind of technology might look like. And so the way |
think about it, | think my best granularity of forecasts for could we have an X risk or extremely bad
outcome from Al is somewhere between 0 and 10%. But from a marginal impact standpoint, as | said,
since nobody is working on this, roughly speaking, | think it is extremely important to work on and that
even if the world is likely to be a good one, that we should do our absolute best to make sure that that's
true.

AR ERIE:
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(00:51:52) Lenny Rachitsky
English:

Wow. What fulfilling work. For folks that are inspired with this? | imagine you're hiring for folks to help you
with this. Maybe just share that in case folks are like, what can | do here?

FRCERIR:
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(00:52:03) Benjamin Mann
English:

Yes. | think 80,000 hours is the best guidance on this for a really detailed look into what do we need to
make the field better? But a common misconception | see is that in order to have impact here, you have
to be an Al researcher. | personally actually don't do Al research anymore. | work on product at Anthropic
and product engineering, and we build things like Claude Code and Model Context Protocol, and a lot of
the other stuff that people use every day. And that's really important because without an economic
engine for our company to work on, and without being in people's hands all over the world, we won't
have the mind policy influence and revenue to fund our future safety research and have the kind of
influence that we need to have. If you work on product, if you work in finance, if you work in food, people
here have to eat. If you're a chef, we need all kinds of people.

AR ERIE:

=M. FIAA “80,000 /NEF” (80,000 Hours, —MNERAVERINARLR) RXFUMENLX MR TS BT RIFHA
B, BERBFIN—NENRER, ITEXBEFERME, MHEAR—R A ARE. BTALRLEEFREM
AlFRR T . FTE Anthropic A=A~ R IIE, FEMHWEH Claude Code MR £ T XL (Model
Context Protocol) ZZEMARF, UNFZAIEXEBEEBNRA, XEEEE, AANREE—NEFSIE
WL AENEE, MIREFILESHANARA LKW R, RIMMFIBEBEREMS, BRSERNRZEBERRK



MR, TEFERNETENZMA. MRFE~m. MsS, EEMER
RN, HMNFESMHEFHIA.

XEMABRIZR, WFR

(00:53:02) Lenny Rachitsky
English:

Awesome. Even if you're not working directly on the Al safety team, you're having an impact on moving
things in the right direction. By the way, X risk is short for existential risk. In case folks haven't heard that
term. | have a few random questions along these lines and then | want to zoom out again. You mentioned
this idea of Al being aligned using its model, like reinforcing itself. You have this term RLAIF. Is that what
that describes?

FRCERIR:

KiFETo BMERATE Al REFNERTIE, MUEHEDFEOEBNSRAR, IRER—T, Xrisk 2FE %
MBE (existential risk) B94EE, LUBTBE ANRITIX M, IREXNBERKIE L OHENEE, ARREERAL
. (RMEET AlF BB CSHREHITHT, MEEHBU—1F. RITE—TRIEM RLAIF, 2iERXHY
ng?

(00:53:32) Benjamin Mann

English:

Yeah. RLAIF is reinforcement learning from Al feedback.
FZERiE:

=M. RLAIF 2 “BF Al RIERELFS]” (Reinforcement Learning from Al Feedback) .

(00:53:39) Lenny Rachitsky
English:

People have heard of RLHF, reinforcement learning with human feedback. | don't think a lot of people
have heard this. Talk about just the significance of this shift you guys have made in training your models.

FROCERIR:

AR RLHF, Bl “BF AERBGRRUFS" o FIANRSZ AKITE RLAIF, SRRIRIEINRRE 5 EFR
B —EERIE X,

(00:53:50) Benjamin Mann
English:

Yeah, so RLAIF, constitutional Al is an example of this where there are no humans in the loop, and yet the
Al is sort of self-improving in ways that we want it to. And another example of RLAIF is if you have models
writing code and other models commenting on various aspects of what that code looks like of is it
maintainable, is it correct, does it pass the linter? Things like that. That also could be included in RLAIF.
And the idea here is that if models can self-improve, then it's a lot more scalable than finding a lot of
humans. Ultimately, people think about this as probably going to hit a wall because if the model isn't
good enough to see its own mistakes, then how could it improve? And also, if you read the Al 2027 story,



there's a lot of risk of if the model is in a box trying to improve itself, then it could go completely off the
rails and have these secret goals like resource accumulation and power seeking and resistance to shut
down that you really don't want in a very powerful model. And we've actually seen that in some of our
experiments in laboratory settings. How do you do recursive self-improvement and make sure it's aligned
at the same time? | think that's the name of the game. To me, it just nets out to how do humans do that
and how do human organizations do that? Corporations are probably the most scaled human agents
today. They have certain goals that they're trying to reach, and they have certain guiding principles, they
have some oversight in terms of shareholders and stakeholders and board members. How do you make
corporations aligned and able to sort of recursively self-improve? And another model to look at is science,
where the purpose of science is to do things that have never been done before and push the frontier. And
to me, it all comes down to empiricism. When people don't know what the truth is, they come up with
theories and then they design experiments to try them out. And similarly, if we can give models those
same tools, then we could expect them to sort of improve recursively in an environment and potentially
become much better than humans could be just by banging their head against reality or | guess
metaphorical head. | guess | don't expect there to be a wall in terms of model's ability to improve
themselves if we can give them access to the ability to be empirical. And | guess Anthropic, deeply in its
DNA is an empirical company. We have a lot of physicists like Jared, who's our chief research officer who
I've worked with a lot, was a professor of Black Hole Physics at Johns Hopkins, and | guess he technically
still is, but on leave. Yeah, it's in our DNA and yeah, | guess that's the RLAIF.

AR ERIE:

MY, RLAIF, FEELR AIRZ—1EIF, EFRBEAXSS, B A HURNFENHFNE RN, RLAIFBIS
—MFE: MRMMLREGFEANE, tEMERETIRAENENAE, HNEErA4r. 25EH. 258
BT ARBIEE (linter) FH, XLEWAIUEETE RLAIFH, XEMNIRERZ, NRERTUBHKNH, BBAEL
FHAREALEATY B, &E, MDTAAXAEZEIMM, FAMNRERFBL, EFHECSHHEIR,
EXEARESHIE? MH, MRMRT AI2027 WEE, SAMEFERANE: MRRBET T2 FELEER
oii#t, EAfERTeRE, FE—EMRENFREE—TRABREPRINWEEN, LNRFRR. ERN
N FHAIEFF EEKREEF RN —ELERERTXMER. RIOFHEITEENNEKRH, FY
RIREZMTTH? BIANZMEXRBIATE. WEHKR, XRLIFEN: AXZWNEHEIN? AKARZNAMH
2pY? REFRERESMERANALEER. ENEEHERZNSERN, BRENEREN, BRAR. 7
EHEXENESZZNEE, FOALATRRENTHEBZAMERAH? Z—TAUSTNREENF. #
FHENEMMRIT IEBEHMERRIG. NEKR, X—EIFLENEEENX (empiricism)o HATFEE
BEHEZMA4R, fSREER, ARIRITREREIE, B, MRFENELREFFNTER, HIIMETLUR
FHENMEMEREItE, HoRBISIE (HERERMEX LML) iE, TR/IEALRESZ, K
8, MRBAVEILREASZN T XBEES, HRNANENBRHRIENZBEMIA. Anthropic IERER
BEZRREX., BITERSYEFR, UMW EFEHARE Jared, HEEMN—ETIE, tHEENINES
THAFNRRVEFHR, BREALIEEE, RERAEKRR. B89, XERHER, XFiE RLAIF,

(00:57:04) Lenny Rachitsky
English:

Let me just follow this thread on, in terms of bottleneck, this is kind of a tangent, but just what is the
biggest bottleneck today on model intelligence improvement?

FRSCERIE:
U EIRE X NMEE ) —T, XTI

XA R —EB RS EREANRAMIRETA?



(00:57:12) Benjamin Mann
English:

The stupid answer is data centers and power chips. | think if we had 10 times as many chips and had the
data centers to power them, then maybe we wouldn't go 10 times faster, but it would be a real significant
speed boost.

FROCERIR:

RESNERBHEFO. BOMEH. FIANMRIEANE 10 FEEHMEBKESC, HIFRIIFSR
10 18, ERRKE—1IFERERER.

(00:57:30) Lenny Rachitsky

English:

It's actually very much scaling loss, just more compute.
R EE:

FRLASERR EIRAIZE EIRBIEEN, mMEEZHETT.

(00:57:33) Benjamin Mann
English:

Yeah, | think that's a big one. And then the people really matter. We have great researchers and many of
them have made really significant contributions to the science of how the models improve. And so it's
like compute, algorithms, and data. Those are the three ingredients in the scaling laws. And just to make
that concrete, before we had transformers, we had LSTMs and we've done scaling laws on what the
exponent is on those two things. And we found that for transformers, the exponent is higher. And making
changes like that where as you increase scale, you also increase your ability to squeeze out intelligence.
Those kinds of things are super impactful. And so having more researchers who can do better science and
find out how do we squeeze out more gains is another one. And then with the rise of reinforcement
learning, the efficiency with which these things run on chips also matters a lot. We've seen in the industry
a 10X decrease in cost for a given amount of intelligence through a combination of algorithmic data and
efficiency improvements. And if that continues, in three years we'll have 1,000 deck smarter models for
the same price. Kind of hard to imagine,

FROCERIR:

ZH, TANNBRB—TKRK ARAAHEREE, HNERBHARAL, ITFHFS AFREGHR
FHETEATH FRUMEED. BENME, XRMEZNN=182RK. AR, 7 Transformer tHIl
2, BAMERBZE LSTM, BT XMERIEHHTT T MEENHAR. ML Transformer WIEHER.
XA, EERENRNIEM, RETHEEENBREZIEN, XRFBEFMEKR. L, HEES
REMEI IR, RENAFEEZSRENMRARESZ— MRS, EERUFINNE, XERABESH
LFETHREMEXREE. HNELER, BIBE. BENMERNESHHE, ERFERKTET, Tlkls
BT 10 {8, MRXMBERIFETE, ZFATNPFELUEFRINRIRIFIZRA 1000 FHEE, XREBR.

(00:58:56) Lenny Rachitsky

English:



| forget where | heard this, but it's amazing that so many innovations came together at the same time to
allow for this sort of thing and continue to progress where one thing isn't just slowing everything down
like we're out of some rare earth mineral or we just can't optimize reinforcement learning more. It's
amazing that we continue to find improvements and there isn't one thing that's just slowing everything
down.

FROCERIR:

S T EMIREIRY, BLANFRRNE, XAZEMER—NECRE—R, R T7TXMEEHEEHD, MK
BUHMEAFRELBENBER, WNEMBHLT AEET, HERNTEBMUEREEIT. LARNHNE,
BT R ML =, RE— T RE—HIRRTHEER,

(00:59:17) Benjamin Mann
English:

Yeah, | think it really is just a combination of everything probably will hit a wall at some point. | guess in
semiconductors. My brother works in the semiconductor industry and he was telling me that you can't
actually shrink the size of the transistors anymore because the way semiconductors work is you dope
silicon with other elements and the doping process would result in either zero or one atom of the doped
elements inside a single fin because they're so, so, so tiny.

AR ERIE:

B, WANXWBLBFAERERENES, ARERTHZIZEIRT. tLNEFSATNE, RFFEFSET
WTE, tEFEK, REMFLEEBSENRERENRTT, AAFSENIERESHAEMITHRISRE, TH
FRIKD, BRAIEZSHENER (fin) RRESIH—MERTERF.

(00:59:52) Lenny Rachitsky
English:

Oh my God.

R ERE:

KHBo

(00:59:53) Benjamin Mann
English:

And that's just wild to think of, and yet Moore's law somehow continues in some form. And so yes, there
are these theoretical physics constraints that people are starting to run into and yet they're finding ways
around it.

FRCERIR:

EARERARIE T, AMBERERAANERDUAREMERELES: FAUAZH, AIFRERXEECYIENR
wl, B SaEREISI RS %,

(01:00:07) Lenny Rachitsky

English:



We've got to start using parallel universes for some of this stuff.
FRZERIE:
BISFEF A TFERAIEXLEET,

(01:00:10) Benjamin Mann
English:
| guess so.

FRCERIR:
HEBZ,

(01:00:12) Lenny Rachitsky
English:

Okay, | want to zoom out and talk about just Ben, Ben as a human for a moment before we get to a very
exciting lightning round. | imagine just kind of the burden of feeling responsible for safe superintelligence
is a heavy one. It feels like you're in a place where you can make a significant impact on the future of
safety and Al. That's a lot of weight to carry. How does that just impact you personally, impact your life,
how you see the world?

FRCERIR:

I8, EHRANFESAHKENANBRREZZE, FBHIZ—R, %K% Ben, fEA—1 AR Ben, FLEEAR, &
EHRBAESERLENTER—MRENNIE, BEMRLT AU Al RERRKFEEAFZMOUE, XF
BEBRANET, XRDAL REVEZEURMEFHRNSGRE+ATMm?

(01:00:39) Benjamin Mann
English:

There's this book that | read in 2019 that really informs how I think about sort of working with these very
weighty topics called Replacing Guilt by Nate Soares. And he describes a lot of different techniques for
kind of working through this kind of thing. And he's actually the executive director at MIRI, the Machine
Intelligence Research Institute, which is an Al safety tank that | worked at for a couple of months actually.
And one of the things he talks about is this thing called resting in motion where some people think that
the default state is rest, but actually that was never in the state of evolutionary adaptation. | really doubt
that that was true. Where in nature, in the wilderness being hunter-gatherers and it's really unlikely that
we evolved to just be at leisure, probably always have something to worry about of defending the tribe
and finding enough food to survive and taking care of the children, dealing-

FRCERIR:

HE 2019 FiI—4H, ERZEM T HRLEXEREFINAN, HRM (EMERZK) (Replacing Guilt),
fEE& 2 Nate Soares, iR 7R ZMIEXLEB/HITA, LR LZE MIRI (M2BFEREMZRFR) BRITEMS,
BE—TAIZ2EE, REEPBELFEINNA. MKEIBN—HFY “BhKE" (resting in motion) . B
NANBRIARS N Z2 RS, BLFEEHLENNIES, KEMRAZRINRE. HIFEREBEE.
EEARSR, FANEREE, BMNARTRAUAERENEENETF, AJRIEEEREEC: RIER
& IHREBHNRYET. BiaF. 82—



(01:01:46) Lenny Rachitsky
English:

Spreading our genes.

FASZEIE:

ERER.,

(01:01:48) Benjamin Mann
English:

And so | think about that as the busy state is the normal state and to try to work at a sustainable pace that
it's a marathon, not a sprint, that's one thing that helps. And then just being around like-minded people
that also care. It's not a thing that any of us can do alone. And Anthropic has incredible talent density.
One of the things | love the most about our culture here is that it's very egoless. People just want the right
thing to happen and | think that's another big reason that the mega offers from other companies tend to

bounce off because people just love being here and they care.
R EiE:

FRUFGANRICERS A BEERS. SHUAKENTRLE, IBEBF—IHMMAZER, X2REH
B —xR. AEMENERES. AFEFXAEHAZE—LE. XFERMNEM—DARRRTHEIE
Anthropic BEIZRANAT ZE, RERERXEXUN—RE, AKREBR “THK” (egoless)s AMIRZRELE
BHNEBRE, RANNXBEMBRATNEFRABNEESIHELN ST —IERRR, RAAANTHEENRFHE
XE, MmEMIEF.

(01:02:30) Lenny Rachitsky
English:

That's amazing. | don't know how you do it. I'd be extremely stressed. I'm going to try this resting in
motion strategy. Okay, so you've been at Anthropic for a long time. From the very beginning | was reading
there were 7 employees back in 2020. Today there's over 1,000, | don't know what the latest number is,
but | know it's over 1,000. I've heard also that you've done basically every job at Anthropic, you made big
contributions to a lot of the core products, the brand, the team hiring. Let me just ask | guess what's most
changed over that period? What is most different from the beginning days and which of those jobs that
you've had over the years have you most loved?

AR ERIE:

AET, BRAMEMBEAMERN, RERRIENER. RZRAXD “BEKE" R 78I, fRE
Anthropic fF T1RA. Fi%RE 2020 FRIFWRB 7R/RET, SREZEBET 1000 AT, HAMERTHF,
BEESTT. HEMRIREDS LB Anthropic WB—ITE, MRZZ0OTm. mE. BBEBHEHE T
EAXT#. FAR, XERMEEZURANZAA? STHELETRNEMHA? EXEFREIRIFRE L
&, REESRP—1?

(01:03:07) Benjamin Mann

English:



| probably had 15 different roles, honestly. | was head of security for a bit. | managed the Ops team when
our president was on mat leave, | was crawling around under tables, plugging in HDMI cords and doing
pen testing on our building. And | started our product team from scratch and convinced the whole
company that we needed to have a product instead of just being a research company. Yeah, it's been a lot.
All of it very fun. | think my favorite role in that time has been when | started the labs team about a year
ago, whose fundamental goal was to do transfer from research to end user products and experiences.
Because fundamentally | think the way that Anthropic can differentiate itself and really win is to be on the
cutting edge. We have access to the latest, greatest stuff that's happening and | think honestly through
our safety research we have a big opportunity to do things that no other company can safely do. For
example, with computer use, | think that's going to be our huge opportunity basically to make it possible
for an agent to use all your credentials on your computer, there has to be a huge amount of trust and to
me we need to basically solve safety to make that happen. Safety and alignment. I'm pretty bullish on
that kind of thing and I think we're going to see really cool stuff coming out soonish. Yeah, just leading
that team has been so fun. MCP came out of that team and Claude Code came out of that team. And the
people who | hired are like combo, have been a founder and also have been at big companies and seeing
how things work at scale. It's just been an incredible team to work with and figure out the future with.

FRCERIR:

ELWH, RAGIEETD 15 M FENAR, RET—KRRENREEE,; ERNNVSBAR~RET, REEITE
FIBA; FREERFR TIERMEERE HDMI &, thXFHMTHNDARMIEENR. HEMSFHBAR T N~
mAr, HEREQBHNFEETm, MAXNE—RARLE. B0, EHTRS, HREE, TR
B2, RRENNABRAL—FaIAER Labs FIA (REREHFP) HEHE, ERABRZFAFTHRE LN
RARP I RNEE. EAMRA LR, FiAA Anthropic BERSREIT H H HIE RN A XL F R,
FARERMEIEERENRH. RHEAKRR, MAERLR, BEIRINT2WR, RITERAONEEHE
RBTERETHIER. flg, XF “HEHNER" , HUAAXBERRNHEANE —EIL—MEaE
RERERIRER LB RE, “NERARNGEE, WHEKE, RMNEFLFERRLZERFA A EERNX—
Ro REMMTT. HIFBBIFXEFR, WNNBMNRRMZBNFEENFRARE, 269, A THEPAIE
EEB, MCP (A ETFxihi) HEREPA, Claude Code Bt BAME. REMHAHZE “EEEA
77, BEIEIRA, BEXRATME, TRIRLEENA. E5XFE—THNGEHEERRERFK, B
BAET o

(01:04:57) Lenny Rachitsky
English:

| want to hear more about this. Team actually the person that connected us, the reason we're doing this is
a mutual friend colleague Raph Lee who | used to work with at Airbnb now works on this team, leads a lot
of this work and so he wanted me to make sure | asked about this team because... | didn't realize all these
things came out that team. Holy moly. What else should people know about this team? It used to be
called Labs, | think it's called Frontiers now.

FRCERIR:

FEZAIFXTEPAE, SEfrtE, MEFRITARBA, BRERNZRNERZN, RINOEBTRER
% Raph Lee, FLARITE Airbnb MfthHEL, MIMEMEXTMERLIIE, GSTRESXSFENIF. WFELL
H—EZRRX MR, ER----RZAREIRFAEXEREEE BB KMo XFXMEPRA, Af]
ERIZFNELE(A? ELAEI Labs, ITELFEM Frontiers (BIBEIBA) 7o

(01:05:16) Benjamin Mann



English:
That's right. Yeah.
FRCEIE:

i =ho

(01:05:17) Lenny Rachitsky
English:

Cool. The idea here is this team works with the latest technologies that you guys have built and explores
what is possible. Is that the general idea?

FRCERIR:
Fo XEMIER, XTEFBMRITMENENREA, RRAAZAEN. X MEERE?

(01:05:26) Benjamin Mann
English:

Yeah, and | guess | was part of Google's Area 120 and I've read about Bell Labs and how to make these
innovation teams work. It's really hard to do right and | wouldn't say that we've done everything right,
but | think we've done some serious innovation on the state-of-the-art from company design and Raph
has been right at the center of that. When | was first fitting up the team, the first thing | did was hire a
great manager and that was Raph. And so he's definitely been crucial in building the team and helping it
operate well. And we defined some operating models like the journey of an idea from prototype to
product and how should graduation of products and projects work, how do teams do sprint models that
are effective and make sure that they're working on the right ambition level of thing. That's been really
exciting. | guess concretely we think about skating to where the puck is going and what that looks like is
really understand the exponential. There's this great study that METR has done that Beth Barnes is the
CEO of that organization and shows how long a time horizon of software engineering task can be done
and just really internalizing that of, okay, don't build for today, build for six months from now, build for a
year from now. And the things that aren't quite working that are working 20% of the time, will start
working 100% of the time. And | think that's really what made Claude Code a success that we thought
people are not going to be locked to their IDEs forever. People are not going to be auto completing.
People will be doing everything that a software engineer needs to do and a terminal is a great place to do
that because a terminal can live in lots of places. A terminal can live on your local machine, it can live in
GitHub actions, it can live on a remote machine in your cluster. That's sort of the leverage point for us and
that was a lot of the inspiration. I think that's what the labs team tries to think about. Are we AGI-pilled
enough?

FRZERIE:

R, HERAIW Area 120 BIAST, FIXFIVUREEZEURMNALLXESIFHEIEERIZER.. BEXH
SRR, HABORINEN T —1), EFIANFNEQETIRITHIRIA MRS T — L/ RBYLIH, T Raph
ELAFX—IIH0. SRENHZRS, BENE—HERERA—IMAFHNZIE, P52 Raph, iz
THRMEBEMAARFEEIELERNEXEE., HITEXT —LEEERN, LN— M REMNREE~mb
12, FmMmENIZIE “Eedk” , BEIEHITEREHRR] (sprint) #, HHERENETLEEGIERSE
DKFHIER, XFEFLAME, B, RNZERHOZ BRKKFEEZZANMUE" , XEKREEHIERE
fRIEEZRIB K, METR (Beth Barnes $81F CEO BYAARR) S —IURENIAR, BR TR LIZESAILSTR



HEEERE, RMNEMIMEBEERAUX—R: 8, FEASKWE, BEAXNTMARNE, 1—FEWwiE.
BLEMEERRRIE. RE 20% RIHERHNFER, BRILAM 100% M. FHINFXIER Claude Code RLINAY
RE—ZIMPAAANFRKITEMEE IDE (EHRFALRIFER) . AMA2RBETFEIME. AT
HIRMEEMOFIEER, MAR (terminal) BMXLEFBHLETFT, RAKIRAUEFETTRSMA!
fREVZASHANEE. GitHub Actions. SEE¥HRVITIZENZE. XIERFKNIII R, HWERRSREIREFE. HIAAX
FZ Labs FIRAIREIRER: BT AGI IEREEEBRE (AGl-pilled) ?

(01:07:39) Lenny Rachitsky
English:

What a fun place to be. By the way, fun fact, Raph was my first manager at Airbnb when [ joined. | was an
engineer and he was my first manager. It all worked out.

FRCERIR:

BEZ— BB, INERNESE, Raph A Airbnb BRHE—FEXZE, HRIEITIEM, tIEFHH
B—ERIE, EFRIA—IERRITH

(01:07:46) Benjamin Mann
English:

Cool.

AR ERIE:

i

(01:07:48) Lenny Rachitsky
English:

Yeah. Okay. Final question before the very exciting lighting round. I've never asked this question before.
I'm curious what your answer would be if you could ask a future AGI one single question and be
guaranteed to get the right answer, what would you ask?

FROCERIR:

Bl 77, EHEAFESAKENABRRAEZANRE—MEE, FUBIMKEEX N HRFFMR
BUES: SORIRAILARIRSKRAET AGI —Mal, FERIEERFEIERNESR, (FRRMFA?

(01:08:04) Benjamin Mann
English:

| have two dumb answers. First for fun. The first is there's this Asimov short story | love called the last
question where the protagonist is throughout the eras of history is trying to ask this super intelligence
how do we prevent the heat death of the universe? And | won't spoil the ending, but it's a fun question.

FROCERIR:

HERDT “BH” NER. BRBNTHI. F—PEMARXN—RHRIFEERVER N (KEHIREE),
FHRTERNHEKAF—EHXERERERE: HMNOABLEFHEIOAR? HFRRIELR, EXE2—TER



AY1R) o

(01:08:26) Lenny Rachitsky

English:

You would ask it that question because the one in the story was unsatisfying?
R EE:

RREERTEE, ERAREENRIERALTARED?

(01:08:29) Benjamin Mann
English:

Okay, I'll give it away. It keeps saying, "Need more information, need more compute." And then finally, as
it's approaching the heat death of the universe, it says, "Let there be light," and then it starts the universe

over again.
FRERIE:
g, XERRIBEE, E—Hit ‘TEEZER, REELZEN . &E, SFHEOARN, B “BF

&, RREMFRTFH.

(01:08:41) Lenny Rachitsky
English:
Oh wow. That's beautiful. That's beautiful.

FROCENIR:

(01:08:45) Benjamin Mann
English:

That's the first cheat answer. The second cheat answer is what question can | ask you to get end more

questions answered.
FRCERIE:

PBEE-ITEMHER. F-ITEHNERZE: "FEARMARE, FeELREERESHRER? ~

(01:08:52) Lenny Rachitsky
English:

Classic.

R ERE:

2

=L ><o



(01:08:53) Benjamin Mann
English:

And then the third answer, which is my real question is how do we ensure the continued flourishing of
humanity into the indefinite future? That's the question I'd love to know and if | can be guaranteed a
correct answer then seems very valuable to ask.

FROCERIR:

RERB=NER, UREHREENRE: HNMABRARELRORKPHEER? XEHREMNEHIR
A, MRERILEFEIERER, REXNERMFIEFERNE,

(01:09:09) Lenny Rachitsky
English:

I wonder what would happen if you ask a lot that today and then how that answer changes over the next
couple years.

FRCERIR:
HRMBNMRRSREAXMNIRSRENF A, UREPMERERKIVERNATEWL,

(01:09:15) Benjamin Mann
English:

Yeah, maybe I'll try that. I'll put it into the deep research thing that we have and see what it comes out
with.

RSz ERIE:
=21, BiFrEsidid. RSIPTEHHBRIBNEERRIAR, EEESBHAEER,

(01:09:23) Lenny Rachitsky
English:

Okay. I'm excited to see what you come up with. Ben, is there anything else you wanted to mention or
leave listeners with maybe as a final nugget before we get to our very exciting lightning round?

FROCENIR:

T, RRIIFEIER, &, EHANNBREZZH], MEETARIEN, RERBLIRNRE—REN
ng?

(01:09:33) Benjamin Mann
English:

Yeah, | guess my push would be these are wild times. If they don't seem wild to you, then you must be
living under a rock but also get used to it because this is as normal as it's going to be. It's going to be
much weirder very soon. And if you can sort of mentally prepare yourself for that, | think you'll be better
off.



FRZERIE:

2, HRENE, XE—MRIEAA. MRXMEKRARIE, Br—ESSHRELET. EHEIRE,
ENREELRRKER “EFE" BIIHRT. RREBFUILFEMERER. WRIMENLETF OELES, BEMR
IERFE

(01:09:59) Lenny Rachitsky
English:

| need to make that the title of this episode. It's going to get much weirder very soon. | 100% believe that.
Oh my God. I don't know what's in store. | love how you're at the center of it all. With that, we reached our
very exciting lightning round. I've got five questions for you. Are you ready?

AR ERIE:

REEXEFNFETENRE: “RREGEUIBFEMERR" . RAPZEHEEX—R. XM, HFH
BARRZKEMF 4. HERFATX—YIROMED, Ba, FMNHNTIFESAHKENANBRRAZ. ZEL
NELRRR, HEELFTI5?

(01:10:14) Benjamin Mann
English:

Yeah, let's do it.

FASZEIE:

HEEET, FHAEIE,

(01:10:16) Lenny Rachitsky

English:

What are two or three books that you find yourself recommending most to other people?
FRERIE:

REE RN ARENR=RBEMFA?

(01:10:20) Benjamin Mann
English:

The first one | mentioned before, Replacing Guilt by Nate Soares. Love that one. The second one is Good
Strategy Bad Strategy by Richard Rumelt. Just thinking about in a very clear way, how do you build
product? It's one of the best strategy books I've read and strategy is a hard word to even think about in
many ways. And then the last one is The Alignment Problem by Brian Christian. Just really thoughtfully
goes through what is this problem that we care about that we're trying to solve here? What are the stakes
in a version that's more updated and easier to read and digest than superintelligence?

FRCERIR:

F—AEBHZAITREIA, Nate Soares B (BXXARY. IEEEW. FARZ Richard Rumelt B9 (4FLiBEE, F
tB&) (Good Strategy Bad Strategy) . EUIFREFEMNARBEWNMAITE . XEHKITIHRIFIILEE TS



Zz—, BRZHE, “G BEER-—NMRERBZMIE, RE—ZR Brian Christian 8 (3475E&) (The
Alignment Problem), EIFEASMERTHNX O, HEBRNREZRZHA? ERFEXRZEMFA?
MEEE (GEBRERE), XMRAERN, HWESSZAEMEL.

(01:10:58) Lenny Rachitsky
English:
I've got Good Strategy, Bad Strategy right behind me. | think I'm going to point to it. There it is.
HRCERIE:
(orints, HRERER) PERBE. BRIELIRE, PMELIL.

(01:11:02) Benjamin Mann
English:

Nice.

FR3zEiE:

T,

(01:11:03) Lenny Rachitsky
English:

I've had Richard Rumelt on the podcast in case anyone wants to hear from him directly. Next question, do
you have a favorite recent movie or TV show you've really enjoyed?

FROCENIR:

FB15 Richard Rumelt Eid#&%, MREARERFHHNRERTUER, FT—NEE, REEERERNE
R FEALREID?

(01:11:10) Benjamin Mann
English:

Pantheon was really good based on Ken Liu or Ted Chiang's story. Ken Liu | think. Super good talks about
what does it mean if we have uploaded intelligences and what are their moral and ethical exigencies. Ted
Lasso, which is supposedly about soccer, but actually it's about human relationships and how people get
along and just super heartwarming and funny. And then this isn't really a TV show, but Kurzgesagt is my
favorite YouTube channel and goes through random science and social problems and is just super well

done and super well-made. Love watching that.
R EIE:

(F#ER) (Pantheon) JEHE#E, BRIFEXIFE (Ken Liu) BUNRKEN. EEHER, Rt TNRRKIAE
‘LR BREMA, URMINVEEMCEER, (RE - 1K) (Ted Lasso) , RE LZBXTFREIK,
BEFERBRXRFAMXAMASAZENAELH, FERBEEEH,. RE, XFTL2EBATE, B
Kurzgesagt @& EH YouTube 48, EHEEMRFMNHREE, FHIERER. RIEFZEUNE.



(01:11:53) Lenny Rachitsky
English:

Wow. Haven't heard of that as you were talking, | feel like Ted Lasso, | feel like that's what you need to put
into constitutional Al, act like Ted Lasso.

FROCERIR:

M, RIRIARD. HIRPIER, RRET (RE - 1K) MBMFEBRNEEER Al WRE—KRAGESRE -
HIE—1¥,

(01:12:00) Benjamin Mann
English:

Yes.

S EIE:

=0

(01:12:00) Lenny Rachitsky
English:

Kind. Smart-

FASZEIF:

ER. BHE—

(01:12:03) Benjamin Mann
English:

Exactly.

FRZERIE:

5o

(01:12:03) Lenny Rachitsky
English:

... Hardworking. Oh my God. There we go. | think we've solved alignment problems right here. Get those
writers on this, ASAP. Okay, two more questions. Do you have a favorite life motto that you often come
back to in work or in life?

FROCENIR:

------ #}E. X, MBE T, REF/HNMAER) LFRT XTI REBFPLREIR, BRMT, 57, &
ERNEE, RELFRERTBETAZERBNEAET?



(01:12:15) Benjamin Mann
English:

Well, a really dumb one is, have you tried asking Claude? And this is getting more and more common
where recently | asked a coworker like, "Hey, who's working on X?" And they were like, "Let me Claude
that for you." And then they sent me the link to the thing afterwards and | was like, "Oh yeah, thanks.
That's great." But maybe more of a philosophical one | would say, everything is hard. Just to remind
ourselves that things that feel like they're supposed to be easy, it's okay to not be easy and sometimes

you just have to push through anyway.
FR3zEiE:

id, —MEEE: “RiAdiR Claude '3? * XTFURBEERET, REKP—NEE: TR, HEERT XM
B? 7 fifilin:  “EIE(R Claude —F." ARMINNEEHERA TH, k. M, BT, X&FT.” BMNRR
FETE—RN, R BEER XRABNTRER(BC, BERIENZEEZNES, IRTES
HRX%R, BRMRLICMAERSET X,

(01:12:49) Lenny Rachitsky
English:

And rest in motion while you're doing that.
FRCERIE:

MmEEMAIIZRERE “THSKE” o

(01:12:51) Benjamin Mann
English:

Yeah.

FRSZEIF:

=M

(01:12:51) Lenny Rachitsky
English:

Final question. | don't know if you want people to know this, but | was browsing through your Medium
posts and you have a post called Five Tips to Poop like a Champion. I'd love it. Can you share one tip to
poop like a champion if you remember your tips?

RSz ERIE:

RE— N, RAMEMREERILAKME, BEINET RN Medium XE, fE—RM (GEE—HFHE
BAENMIT). HREWR. MRIREICFIE, ERNE—D “GEEIFHHHE BKIGE?

(01:13:06) Benjamin Mann

English:



| of course do. It's actually my most popular Medium posts.
FRERIE:

HUMAITE, LR LERTE Medium _ERSRIDAINE,

(01:13:12) Lenny Rachitsky
English:

Okay, great. | can see that. It's a great title.
R EE:

KIFT, FEEIRAR, AR MRAFAVIREL

(01:13:15) Benjamin Mann
English:

| think maybe my biggest tip would be use a bidet. It's amazing. It's life-changing. It's so good. Some
people are kind of freaked out by it. It's the standard in countries like Japan and | think it's just more

civilized. And in 10 or 20 years people would be like, how could you not use that?
FREiE:
BEHERANRINAGER: ERAKREN (bidet, #58). EXME T, NELERE. BIFEF. BEAH

RERSARER, EEAFTFERXZMERE, BIANXEXH. £ 10 F5 20 FfE, Aflai: “REA
RERAHRAIE? 7

(01:13:37) Lenny Rachitsky

English:

And a bidet could be like a Japanese toilet. That's along the same lines.
R EE:

HRENMER SR, 2—E%.

(01:13:40) Benjamin Mann
English:

Yeah.

FRERIE:

=0

(01:13:40) Lenny Rachitsky
English:

Right. Okay. I love where we went with this. Ben, this was incredible. Thank you so much for doing this.
Thank you so much for sharing so much real talk. Two final questions. Where can folks find you online if



they want to reach out, maybe go work at Anthropic and how can listeners be useful to you?
FRERIE:

YFIE, HERXMERNER. &, XXBEF T, FEREMSNTE. FERGMROZETXAZENNL,
REFMNEM: MRAKBEBKRIR, HEBZE Anthropic T1E, AIUEMBEIXEIR? RBEAIRBLEAA?

(01:13:52) Benjamin Mann
English:

You can find me online at benjmann.net and on our website, we have a great careers page that we're
working on making a little bit easier to access and figure out, but definitely point Claude at it and it can
help you figure out what could be interesting for you. And how can listeners be useful to me? | think safety
pill yourself, that's the number one thing and spread it to your network. | think. Like | said, there are very

few people working on this and it's so important. Yeah, think hard about it and try to look at it.
FRERIE:

fREJLAFE benjmann.net #E13. AHNNEMN L, HIE—MREFNEERE, RNEESHIULCERSZN
EFNIERR, BAREXEILA Claude ROE, ERIUBIFHIRAT RERHBAVER L, TARBENTRMENA? &
IRR “ULESERAIR2IER” (safety pillyourself) , XRREER, FHEELBLAIRATRE. MEHN
B, ARXTHIARL, BEEXMEEE., BH, RANBEHXIE,

(01:14:28) Lenny Rachitsky

English:

Thanks for spreading the gospel, Ben, thank you so much for being here.
FREiE:

RPHRERBXLEIER, &, FERGTER,

(01:14:31) Benjamin Mann
English:

Thanks so much, Lenny.

R EE:

EE XS, Lennyo

(01:14:32) Lenny Rachitsky
English:

Bye everyone. Thank you so much for listening. If you found this valuable, you can subscribe to the show
on Apple Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a rating or
leaving a review as that really helps other listeners find the podcast. You can find all past episodes or
learn more about the show at lennyspodcast.com. See you in the next episode.

FRCERIR:



AKEBW. IR MRIRHFXEATEBMNE, AILUTE Apple Podcasts. Spotify SIREIRIIREZ R
FITIRATH. toh, BEERABRINNTOHXBETITIE, AAXEEEREDEMAREMXMER, RE]UE
lennyspodcast.com #EIFIEEHTTER THESZES. THTEL.



