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[00:00:00] Brendan Foody
English:

The wealthiest companies in the world are willing to spend whatever it takes to improve model
capabilities.

FRSCERIE:
R FREENATREMME—IRNFIRFHERI K THEE S,

[00:00:05] Lenny Rachitsky
English:

We are entering the era of evals.

R EE:

BATEEEN “FEU” (Evals) B,

[00:00:07] Brendan Foody
English:

We started working with all of the top Al labs. What the labs need is labor marketplace. They actually
need extraordinary professionals that can measure model capabilities.

FRZERIE:

BB SRETIRN Al REESF, XELPREAREFENE—NHEBNHH. 1K EFERAEMLTER
Tl ARG ERERIEES,

[00:00:17] Lenny Rachitsky

English:

They found this pocket, maybe the biggest business opportunity in history.
R EE:

AR T X NMINR, XAJaeRHE LERARBE LS.



[00:00:20] Brendan Foody

English:

We grew from 1 to 400 million in revenue run rate in 16 months, fastest ascent in history.
R EE:

BITHEWENIZEITE (Revenue Run Rate) 7£ 16 NEMWM 100 HETIEKET 4 2%, XEHELRR
AOIE KR,

[00:00:27] Lenny Rachitsky
English:

Why is this so valuable?

FRCEIE:

At AXMEEME?

[00:00:29] Brendan Foody
English:

The market is bound by the amount of things where humans can do something that models can't. The
lab's primary bottleneck to improve models is how they can effectively have some way of measuring
what success looks like for the model.

FROCERIR:

XN HIARBURT ALKEMMREMARNER, SRENHEENTEMRFET, MiNFHeaHittE
AEMBIURGERED NI Rk,

[00:00:43] Lenny Rachitsky
English:

There's this tweet that you retweeted. "If you really think about it, we were put on Earth to create
reinforcement learning training data for labs."

FRCERIR:
R R I XFE—FEX: “MRMAFARE, FIIRFRIBKLE, BN THAELRECIEZRBUFES

(Reinforcement Learning) B9iIlZREk3RE,”

[00:00:49] Brendan Foody
English:

It's highly likely that the entire economy will become an aural environment machine, building out all of
these worlds and contexts. And | think the narrative in Al over the last three years has almost entirely
been one of job displacement, but very few companies and people have talked about this new category
of jobs that's being created.

FRCERIR:



B FTREB N FE LM — MR FSIRIF RN S, WEBFIEXEHMFRNESR, BIANITE=ZEXTAIDN
ME/LF2EXT “TERERAT 89, EROBEATNNANTCEERKENSHAIX—R 2RI TER L

[00:01:08] Lenny Rachitsky

English:

| talked to a lot of people about what should | be studying? Where should | be getting better?
R EE:

BREBEMRSAW: RZFIMFA? RREPESEEABS?

[00:01:12] Brendan Foody
English:

How can they leverage this technology to do so much more? We'll give people interviews where we say,
"Use whatever tools are available to build a website and let's see what product you're able to build in an
hour."

FRCERIR:

TN AFMAXMKAMSES? EEAPRINZSFNESE: “FAEATANIAEZZL—IWIL, 13K
MNEERE—/ NSRS AR~ m.”

[00:01:24] Lenny Rachitsky
English:

Today, my guest is Brendan Foody, CEO and co-founder of Mercor. Mercor is the fastest-growing company
in history to go from 1 to $500 million in revenue. They did this in 17 months, less than a year and a half.
Brendan is also the youngest unicorn founder ever. They just raised $100 million at $2 billion valuation.
Mercor, if you haven't heard of them, helps Al labs and Al companies hire experts to help them train their
models using Al. They've never had a customer churn, their net retention is over 1,600%, and they're on a

nine-figure revenue run rate.
FROCERIR:

S RIEER Brendan Foody, Mercor WEEHITERELXGEIBA. Mercor A ¥ EIEKHFRPAE, U
M 100 FETIGKEI 5 Z2ETNABT 17T MH, FEI—FFMEHE, Brendan BB FLRRFERHIMAB S
B ANo MATIRNIRILL 20 1ZETTHIEEESET 11257, MNRIRIEEITIET Mercor, i 1EEREER) Al =
Al RBEIEIEERE R, FIA A KINGMITMERE, tIIMNKEEREFREL, SEBEXRET 1,600%, BailERE
WIEITEE RN

[00:01:59] Lenny Rachitsky
English:

In our conversation, we talk about the increasing value and importance of evals, the landscape of Al
training companies like Mercor, and why they've become so important and valuable, how Brendan
discovered this opportunity, his insights on what product market fit looks like, the core tenets he's
instilled within his organization that have allowed him to build the fastest growing company in history,



what people writing evals for labs are actually doing day to day, which skills and jobs are going to last the
longest with the rise of Al, why he doesn't think we'll see AGI or superintelligence anytime soon, and so
much more. This episode is incredible. You need to hear this.

AR ERIE:

FERNBFER, FIPHLTIEN (Evals) BAmIEKHNEMEEM, & Mercor XEHY Al IR ABRITT LA
B, URATAENZENLEENENE, Brendan ENZT MIIAILZIXME, 3 “FamiaRas”
(PMF) BYULAZ, MhiEBLRAERERIIRY. ILMAERITIEHE EERKERABHLOEREL, Lo, FHITEWMET
NERERSTVHASREFEMAA, WLREEMN TR Al IBRPEERRA, ATATIARENER
REFAGI (BAAILERR) NBRERE, UNESHREAS. X—S8FERFR, RENTREED,

[00:02:33] Lenny Rachitsky
English:

If you enjoy this podcast, don't forget to subscribe and follow it in your favorite podcasting app or
YouTube. It helps tremendously. Also, if you become an annual subscriber of my newsletter, you get 15
incredible products for free for one year, including Lovable, Replit, Bolt, N8N, Linear, Superhuman,
Descript, Whisperflow, Gamma, Perplexity, Warp, Granola, Magic Patterns, Raycast, ChatPRD, and
Mobbin. Check it out at lennysnewsletter.com and click Product Pass. With that, | bring you Brendan

Foody.
R EIE:

WRIFERXMER, HISTEEANEENAD YouTube EITIRMXFE, XMEHNEBEIER, LI+, WRIR
AT EEH (Newsletter) MEEITHE, RAIURERT 15 MEBF~@N—FERAN, BIE Lovable.
Replit. Bolt. N8N. Linear. Superhuman. Descript. Whisperflow. Gamma. Perplexity. Warp.
Granola. Magic Patterns. Raycast. ChatPRD # Mobbin, 5357l lennysnewsletter.com # =& Product
Pass&&. TH, iLFIWD Brendan Foodys

[00:03:01] Lenny Rachitsky (Ad)
English:

This episode is brought to you by WorkOS. If you're building a SaaS app, at some point your customers
will start asking for enterprise features like SAML authentication and SCIM provisioning. That's where
WorkOS comes in, making it fast and painless to add enterprise features to your app. Their APIs are easy
to understand so that you can ship quickly and get back to building other features. Today, hundreds of
companies are already powered by WorkOS, including ones you probably know, like Vercel, Webflow, and
Loom.

AR ERIE:

ET B HE WorkOS #Bh, SNRIRIEFEIIEE SaaS A, MMNEFIRESERIZMHEWAINEE, 90 SAML &%
INEA SCIM EEE . XFhZE WorkOS I E Zi#, BHEELLIRIRIR Bt AR AR IhEE, 189 API 5
TR, ILFREIRRZMHE T FHEEMINEE. WS, HERLTEH WorkOS 1Bz HF, GIEIRAIEERAE
B Vercel. Webflow #1 Loom,

[00:03:32] Lenny Rachitsky (Ad)

English:



WorkOS also recently acquired Warrant, the fine fine-grained authorization service. Warrant's product is
based on a groundbreaking authorization system called Zanzibar, which was originally designed for
Google to power Google Docs and YouTube. This enables fast authorization checks at enormous scale
while maintaining a flexible model that can be adapted to even the most complex use cases. If you're
currently looking to build role-based access control or other enterprise features like single sign-on, SCIM,
or user management, you should consider WorkOS. It's a drop-in replacement for auth zero and supports
up to one million monthly active users for free. Check it out at workos.com to learn more. That's
workos.com.

AR ERIE:

WorkOS ST 7 4 E AR SS Warrant, Warrant B9 @EF 28 Zanzibar WRIFIERINARS, Z5R
KRERVZN Google i&itH, BT ¥ Google Docs 1 YouTube, XEEAEAMIBIFE FHITIREZIICEM
HETEE, BRI T EBENRERBHNRERE, MRIREFEIROEZETABNIARIES (RBAC) K
HhiblIhee (AL SRER SSO. SCIM HAFEIE), RI1ZZEFE Work0S. E=E Auth0 FIBNHEEN A& A
=, HREZR/FZIA 100 FAEKAF. 8 workos.com TEEZER.

[00:04:18] Lenny Rachitsky (Ad)
English:

You fell in love with building products for a reason, but sometimes the day-to-day reality is a little
different than you imagined. Instead of dreaming up big ideas, talking to customers, and crafting a
strategy, you're drowning in spreadsheets and roadmap updates and you're spending your days basically
putting out fires. A better way is possible.

FROCERIR:

frZ LME-REEREN, EENAERRSMNEREBERE. MHLKEENRHRNLIE. SEFARIK
HHIELEE, MEELEBFREMBLAEETHS, BRESEHE WA . ELEBEEFNGZ.

[00:04:38] Lenny Rachitsky (Ad)
English:

Introducing Jira Product Discovery, the new prioritization and roadmapping tool built for product teams
by Atlassian. With Jira Product Discovery, you can gather all your product ideas and insights in one place
and prioritize confidently, finally replacing those endless spreadsheets. Create and share custom product
roadmaps with any stakeholder in seconds. And it's all built on Jira, where your engineering team's
already working so true collaboration is finally possible. Great products are built by great teams, not just
engineers. Sales, support, leadership, even Greg from finance, anyone that you want can contribute
ideas, feedback, and insights in Jira Product Discovery for free. No catch. And it's only $10 a month for
you. Say goodbye to your spreadsheets and the never-ending alignment efforts. The old way of doing
product management is over. Rediscover what's possible with Jira Product Discovery. Try it for free at
atlassian.com/lenny. That's atlassian.com/lenny.

FROCERIR:

BAKNEE Jira Product Discovery, X& Atlassian A= mHEIITEN M AR HFMBEZE TR, &
Jira Product Discovery, RAILURFRE~mEIBEMIMAERE—L, HEEHETHRAELHFE, RELHBL
RERTHBFRE, LR IEFHSEAMEEXESZEEXN”REEE. EXEWEE Jinz
E, MPIREFANEBEERETET, FRLEEENMERTRATEE. FSANFmERFEANEANITEN, M
AMUNZIRREN, HE. XF. TSE, EEZVSHH Greg, EAIMRBERN AE B LLTE Jira Product



Discovery R EERBABIE. KI5 AR, /QEEE%O 5@‘1’]‘5!%1%@)%,\?5 10 =75, HRIBFRIEHMKTIERERN
WFIEE, BNFREBEAXBARLE R, BT Jira Product Discovery Er A M LR AT AE, 7
atlassian.com/lenny & &t .

[00:05:42] Lenny Rachitsky

English:

Brendan, thank you so much for being here. Welcome to the podcast.
FRCEIE:

Brendan, IFERRGHREER. WIDLREIF(IATHER.

[00:05:45] Brendan Foody

English:

Thank you so much for having me, Lenny. I'm a huge fan, and so excited to have a conversation.
FRZERiE:

FFERPREIET, Lenny, FEBIRFIEBEML, REFMENIRITM.

[00:05:51] Lenny Rachitsky
English:

I'm really excited to have this conversation as well. I'm a huge fan of yours. I'm excited for more people to
learn about you and what you're building.

(00:05:57):

| want to start with a tweet that you have pinned at the top of your Twitter feed right now, and here's the
tweet. "We are now working with six out of the Magnificent 7, all of the top five Al labs, most of the Al
application layer companies. One trend is common across every customer. We are entering the era of
evals."

(00:06:19):

The reason this caught my attention is that's one of the most recurring trends on this podcast, people
talking about the increasing value of learning how to do evals well and the value of evals for companies. It
feels like still people don't know what the hell this is what we're talking about, why this is so important.
Talk about just what you think people are still missing, what they need to know, what this era of evals
means.

FROCERIR:
HBIFERTRE. HEMET L, REMEILES AT BRAREEMBNER.

HEMMRIMEETE Twitter PARR ERN—FEXF IR, EXEXARY: “HNAEES tARKEX
(Magnificent 7) IR, HIRBIEBFAE Al SREURKSH A NAERAREE. 8MEFPHE—1TH
ERES: BATEEEN FEW (Evals) BHL”

REHXGIRHEENRRR, XRAEZTRHIARESHBEEZ —— AMSERICFE IMAHF TN
e, URFUNATNNE. ERERAREZFARABRNIRTKICHA, ITAXMEER, BFRIKMR



IAMTEBRE T 4, MIIRETHEMAA, MUARXD TEURA" BRERET 4o

[00:06:39] Brendan Foody
English:

If the model is the product, then the eval is the product requirement document. And the way that
researchers' day-to-day looks is that they'll run dozens of experiments where they'll make small
improvements on an eval set. And reinforcement learning is becoming so effective that once they have an
eval, they can help climb it. If you look at just how fast people were able to saturate Olympiad Math once
they focused on it, how fast we're even saturating SWE-bench once we focus on it. And so in many ways,
the barrier to applying agents the entire economy to automate every workflow is how do we measure
success? How do we eval it? And write the PRDs for everything that we want agents to do, which Mercor is
obviously a huge part of doing.

FROCERIR:

MRBRIEEZE M, BBATEN (Eval) MEFmBERE (PRD). AR ARHNBEILERET/L RN, &
IS _E# TR NE i, 38% S (Reinforcement Learning) MEZBMLEN, UETF—BEMIETIT
AR, AR UAEEBNRB R A, BEE—BANEPRIES, 2E (Olympiad Math) HHHEEHRER LR,
BEZ SWE-bench (BRI REEENR) HRENREEZR, Eit, ERZAHE, HEEEE (Agents) AT
BAZFPULISNTEREMNUHMRERET: RIMNNAEE/MTI? BITNMENE? FARNFESER
WS —HERTS PRD, T Mercor BATEHPHET EEAE,

[00:07:25] Lenny Rachitsky
English:

So people hearing this, they're like, "Oh, yeah. Okay, shit. | got to really pay attention to this eval stuff."
Any advice about learning how to do this well? What companies that are doing this well are doing

differently? Help people get better at this thing.
FZERiE:

IFEIXENARTRESE: B, XW, RENFEFEFRE-TXMHUNERAT.” XTNEEFXGSE, 78
FABWIS? PEFFBFHNABTEFAREZL? IFEAKEX MR —T

[00:07:39] Brendan Foody
English:

Yeah. | think that for enterprises especially, the core way to think about it is how can they build a test or
systematic way to measure how well Al automates their core value chain? So if it's an architecture firm
that's producing these architecture diagrams of what they provide to their end customer, how can they
effectively measure that? And each company has its own value chain or maybe a handful of them if it's a
multi-product company. And just thinking about how they measure that is the prerequisite to really
effectively applying Al throughout their entire business.

FROCERIR:

. TANNLERX TR, mOBEFANIZZE: MWNINFRI—ENARASRMNTSE, KEE A
EESCHZOMMERESENRI? i, IRE—XKERQE, MNAKRKFFARERRER, tiliz0M



BRMEE Al EERNRE? SRATDHEECHNERE, IREBEZTRAE, AREEF/1F. BEUNM
BEXENERE, BREERMSHERZA Al BIRTR.

[00:08:21] Lenny Rachitsky
English:

| saw you talking about this on the No Priors podcast with Sarah and Elad, and | don't know if it was after
this or before this, but Sarah tweeted, "Evals equals your new marketing." What does that mean? What do
you think she's saying there?

AR ERIE:

A ZRTE Sarah # Elad B9 {No Priors) BEHWIKETX—=, HAAERENBZEEEZH], Sarah &k
Wit “FISFEFEFNEEFR XRTAERR? RuSERAtA?

[00:08:32] Brendan Foody
English:

Yeah. Well, it ties to what | said earlier about how if the model is the product, evals are the PRD, but also
subsequently the sales collateral, right? Because evals are what you give to researchers to show them
what they should be building and going on, but they're also the way that you demonstrate the efficacy of

capabilities.
(00:08:51):

And historically, everyone's been pointing to these academic evals of PhD level reasoning with GPQA,
Humanity's Last Exam, or Olympiad Math, but now it's moving towards the capabilities that people
practically care about of how do we get models to automate the way that we build a software platform or
automate the way that we do an investment banking analysis. And | think labs as well as application layer
companies will increasingly use evals to demonstrate the capabilities of their models and their products.

FRCERIR:

. XMEZAHNBEX: IRERZE~m, WUME PRD, EHEEHEITMHEERM (Sales
Collateral) , XPE? FNFMRIMRLARARNERA, SFMINZHAERMHA. BEFATREN; ER
B, EHRIMBRREENERMENG.

dE, AREEXEIEFARMEON, b0 GPQA (BEEHE). “AXRE—17HFE" SR, BAEE
EFREANEREOBEES, tha: ENNELHEER Bohib MBERETFEardE, HE B RERITHNI N
TR FOANKINE LUK BE QB S RNk ER N~ mAEE T,

[00:09:26] Lenny Rachitsky
English:

Okay. So let's build on this and zoom out a little bit and talk about the landscape of the market that
you're in. And | was just reflecting on this as | was preparing for this conversation. If you think about the
companies growing faster than any company's ever grown in history, there's essentially three buckets.
There's the foundational model companies, there's vibe coding apps, Cursor and Loveable and Bolt and
Replit and all these here, and then there's data labeling data companies like you. So I've had the CEO of
Handshake on the podcast. | have the CEO of Scale coming on. There's also Surge. There's you guys. Help



us just understand the landscape of what this is all about because | think people don't really know what

the hell's going on and see all these companies growing like crazy.
R EIE:

9%, IEFEANTELERM ERAMA, WIRFAANTIZEE. REAFXAHENBERE : RIRMBILERH
FHEKRRNAT], BEXRLAUDAH=ZE, F—LEEMBERNNT, FTERE “REHE" (Vibe Coding)
RZF3, Ll Cursor. Lovable. Bolt. Replit F%; F=FEMBGIRMIXENIIBITENEIELRE. Fzansd
Handshake B CEO, Scale By CEO tHE3k, &5 Surge, UK. BEFHINER—TXMMHN LR, EH
KU/ ARBIXLERATNREK, BEHAEESRIKAET 140

[00:10:06] Brendan Foody
English:

Yeah, I'll give a little bit of the origin story, incorporate in that and how it frames the landscape. Because
when we started the company, | met my co-founders when we were 14 years old. We started the company
together when we were 19 initially, in January 2023, initially hiring people internationally, matching them
with our friends and automating all the processes of how we did that. So similar to how a human would
review a resume, conduct an interview, and decided to hire. We automated all of those processes with
LLMs, bootstrap the company to a million dollar revenue run rate before we dropped out of college.

(00:10:40):

And then a handful of other things happened, but we met OpenAl and we saw that there was this
enormous transition in the human data market where it was moving away from this crowdsourcing
problem of how do you find low and medium skilled people that can write barely grammatically correct
sentences for early versions of LLMs and moving towards this sourcing and vetting problem. How do we
source and assess the best professionals, the experienced? Think software engineers, the investment
bankers and doctors and lawyers that can actually help to evaluate and interpret all of the capabilities
that people want models to have.

(00:11:21):

So from there, we start working with all of the top Al labs. We grew from 1 to 400 million in revenue run
rate in 16 months, and it's been an extraordinary journey and super exciting.

AR ERIE:

YFRY, FRFAHFNBOENWESE, HIULRGFEBEMTIUREE. HMZOEKEGEIEA 14 SRINRT . K]
E195H, M2 2023F 18, —EtIDTXRAF. RVZEEEERBREAR, Bt5HITMAL
ILEE, HEENIREADN. MEALMERER. #TEHHRERA—F, HMNBAXESER (LLM) B
K TFREXERE. AAFRFZA, RIMEEERSE (Bootstrap) IBARNEWFNETITRMET 1005
E v

EREET—EE, HNAET OpenAl, HRIRBIALBIETIZEELREEARNRE: EIEN “REFEE
(BRI FHARPREAZ AR LLM REMRNTSEEZNGF) KR “FREFZEZ . B HZI0NAF
HHIHERTRHN T AL? LWIILBFENRG TN, KRARITR. EEMRIM, tIEEEREBIITMEM
RN IREREASHNETEES.

MABBESEE, TR SFIATRARE Al RNEAETF, FKA17E 16 TRREEWENLEITEM 100 HETRAET 4
2%, XB—ERIFFLE<L ANERIIREZ,

[00:11:36] Lenny Rachitsky



English:

Okay. First of all, that is out of control. | don't know if people understand. | think this is the first time
you're sharing that number. | know we're recording this, you'll have announced it by now, but 1 to 400

million in revenue in 16 months.
RS ERIE:

FRIN, XEEXRIET . BAMEAREFREBRXIMIZ. REXZBMRERQANEXNTHRF. HAE
HNERS, SMAEXBENMIINIZEZEHRT, E16 MHAM 100 HEKE 4 ZEW, KIZAT.

[00:11:49] Brendan Foody

English:

Exactly. So fastest ascent in history, which is an exciting statistic we're very proud of.
R EE:

B, XEME LRRAEKEE, —PMLIEITIFE BRINS AHKEIHIE,

[00:11:57] Lenny Rachitsky
English:

Okay. So something big is happening here. Why is this so valuable? What is going on here? So it's just to
try to summarize what you guys do simply is you help hire people for labs to help them train their
models, and you help them find not just generalist labor, but experts, helping them with very specific
gaps in the model's knowledge.

FROCERIR:

W, XEBEESEEAELRSE, ﬂjﬁz\i_izz\fE%ﬁ? KB EAEE? BHRAE—THRIER: RIIHBXR
ERAKINFERE, MEMAMNBMITXN AT BREAS, MEER, BMITIEMREEAIRFIEERNK
=

[00:12:21] Brendan Foody
English:

Yeah, precisely. And so it really ties to your first question around the era of evals that's framing all of this,
which is that the lab's primary bottleneck to being able to improve models is how they can effectively
have some way of measuring what success looks like for the model, both to use it as the eval for the tests
that they're measuring their progress against, as well as the verifiers in an RL environment to then reward
the model, improve capabilities, et cetera. And they need this across every domain for every capability
that models don't know how to use. And the wealthiest companies in the world are willing to spend
whatever it takes to improve model capabilities where Mercor is sitting at the forefront and the primary
bottleneck.

FRCERIR:

R, [ERWtt. XEIETHRXTF SEMNRA" NE N, SREHERNEEMIIET, MwilnEs
O EEEN NI AE—BRERHEFAGEHERITNEE, XEFEANRLFES (RL) HRFEKIE
g8 (Verifiers), MMRFIER., RAENF. MNFEES WA, HPREEFEEHSMENEMEIX—



R MR EREBFNATRBERE—VINMNFIEAREEES, T Mercor IERT XM &ANE B &AZ OB
B

[00:13:12] Lenny Rachitsky
English:

Okay, what are these people actually doing? So what's an example of a kind of person that is sought
after? And then what are they doing sitting there at the computer?

FRSCERIE:
8%, BB A BRTEMHAIR? BERREENMIIF, HABRMERSZINN? 1L EEREEIRETHA?

[00:13:19] Brendan Foody
English:

Effectively, the market is bound by the amount of things where humans can do something that models
can't. So I'll make that very concrete. Say you have a model that you want to write a red line for a contract
in the way that a lawyer would, and it makes a handful of mistakes, misses a bunch of key points in doing
so. What you could do is have a lawyer create a rubric similar to how a professor might create a rubric to
create a deliverable for what are the things we want the model to be able to do?

(00:13:50):

So it can effectively score that, right? Plus however much of it identifies this or XYZ key point. And that's
really the foundation to measuring what does progress look like for models? Is this model achieving the
capabilities that these professionals want? As well as how do we use this as training data to reward and to

reinforce a lot of the capabilities that people want models to achieve.
AR ERIE:

KRR E, XPHHNARET ALEBMERREMBER. HENEFNAF. RIIFE—RE, 8L
EERM N ERE#ITEIT (Redline), EEILT —LEHIR, BF T —EXER. MAUL—RBIMEIE—
MEDIRE (Rubric) , BMEBIRAIELCIEINE—F, BIMIINIFERIEHEIMLES,

XEEFLA LUE AR IR AT 73, XB? LhARGIHMENXBRINZ D50, XIERBEREHATHEM: X MR
BRRRETXELR W ATERIKTE? B, HATOARKFXEERIIGSRTE, RERHMBUANFTEREA
EHHIBEN T,

[00:14:19] Lenny Rachitsky

English:

Okay, so they're essentially writing evals just to connect it back to original conversation.
FRERIE:

9%, PRUAMEIASER EBERE TN (Evals) , XNX[EEIT HAT&ABNIER,

[00:14:23] Brendan Foody

English:



Exactly. Well, that's an interesting thing is everyone talks about RL environment. | feel like the two hot
button things are like RL environments and evals, but one thing like Andrej Karpathy's tweeted out about
a bunch is there's not actually a nuance. It's in the data type. It's more just a different semantic way of
describing what it's being used for. But ultimately, it's just some stasis point for how do you measure
what good looks like? And you can use that either as the benchmark to the sales collateral, as Sarah was
saying, to say, here is why are models the best model in the world and here's the capabilities that we've
been working towards, or you can use it on the post-training side to reward certain model trajectories and

achieve those capabilities.
FRERIE:

RiE. BBMNE, AREBEKICELFES (RL) iR, BREBFRENFHNASRME RLIFRMITN, BIEWN
Andrej Karpathy 7E#E45 EZRIREIRY, XMERHIERE EELRBEARRKS], EZREmAEBEHNARIE
XFHER. JAMRER, EME—MEIE “HARMKE NEER. (RALEBEAFEENIR (Benchmark) A
HERM, mif Sarah %EY, ARIERA “ATARIIEREHER LRFHN” ; HERBAILUERINZ (Post-
training) MERERTE, REFHFRLERERZH LILXLEREN.

[00:15:08] Lenny Rachitsky
English:

Okay. So say this lawyer, this person is writing, "Here's what a great red line contract looks like and here's
the rubric of what excellent is." Then are they also providing data, like actual examples of red line
documents as a part of that?

FRCERIR:

o RIRXMUBIMEES: “—HAFHEREITNZEXHN, XRAFHITDITE" BAtIEShER
IR, LEAERNEFR—E5, RHUSSIREIESEEITER?

[00:15:22] Brendan Foody
English:

They may. The data landscape historically has included two kinds of data. The first is supervised fine-
tuning data, which is input/output. When people think about fine-tuning in the historical sense, that's
what it is. The second is RLHF where the model will generate a couple of examples. We'll choose which is
the most popular example.

(00:15:43):

What everyone is generally moving towards is reinforcement learning from Al feedback instead of human
feedback where you have instead the human defined some sort of success criteria, some way to measure
that. And examples in code, it could be a unit test. We can scalably measure success and other domains
that could be a rubric. And then you use that to incentivize model capabilities. And it's far more scalable
and data-efficient, and so that's why a lot of the broader trend in the market across the board is moving
towards RLHF to both eval models as well as improved capabilities.

AR ERIE:

AR, HELNHIEREEEMMHE. F—EREME (SFT) HUE, B “GA/HH" . XBAME
SZOAAFRIE. $ME RLHF (BFAERIRRBRUFS), BEERLMIF, RHITELRFH—



REAREERENZ RLAIF (BT Al RIGRERUFS)), MABAERG. EXMRIT, ASEXFEMHLL
ENREER. ANETE, XAgE—TRTlid; FEMIAN, XARE—TTOINE ARIRFAX
MUERBEIEREEN . XMAXNEARY BiE, SENERNES. XMEATARINHHNEEERERR
FAXMARITUREHE A

[00:16:24] Lenny Rachitsky
English:

| had one of the co-founders of Anthropic on. He said exactly the same thing. That's what they've done at

Anthropic, is move towards Al-driven reinforcement learning.
(00:16:32):

So essentially, if | can understand this correctly, I'm the lay person here trying to understand this on
behalf of the audience. So essentially a lawyer is like, "Here's what correct looks like for redlining," and
then it's Al is just on its own almost, just like, "I'm going to try to get this. I'm going to try to improve on
this and | know if I'm heading the right direction based on this eval/rubric I've been given."

FRaZERIE:
2 AEE Anthropic W—{UBX &R A, iR TEFRYIE, Anthropic BETER A Al IREHEVERUESTT .

FRAAET L, MNRFIPEFRE (FARMRENTVNCEKEA—T) . BEE LB “X2EBNSEET
AR, ARANFREILEE, ESE “REBSDEIXMrE, HERESGE, MERELHFXMEN
PR, BRANEECREEEERNAEL" -

[00:16:55] Brendan Foody
English:

Exactly. Applying all of the criteria of what good looks like similar to how the TA might apply the
professor's criteria of does the student's response meet this criteria or this criteria plus however many
planes, et cetera.

FRCERIR:
", NAFBEXT “NFE" BiNE, MRBENAEERNITERTHFENRIZERENTEEMER—F,

[00:17:10] Lenny Rachitsky
English:

Awesome, okay. Let me shift to talking about the broader labor market here. So there's two parts to this
question as we talk about this. One is just how long will we need to do this? You guys grew so incredibly
fast. Is there a point of like, "Okay, we don't need humans. We're tapped out." So let's start there and
then I'll ask a broader question.

FRCERIR:

KiET . LBNERE ZHFGATTHEE. XTREAERNE0. F—, RIFEMXGFZSZA? (RITE
KIFMZR, SFRRE—RRARE U7, RIFBRFEARLT, BEEEKT” ? HIVEMXERRK, A
[EBIRE RN,



[00:17:29] Brendan Foody
English:
So the key question is how long there's going to be things in the economy that humans can do that Al

can't do? And | think there's certainly a bucket of people that say we're going to have superintelligence
within three years and humans won't play a role in the economy. And that's one school of thought.

(00:17:46):

Our perspective is very different. Our perspective is that these models are extraordinary and automating
a lot of things very quickly, but there's a lot of things that they're horrible at. Even still, it can't schedule
time on my calendar. It can't draft emails for me. It can't use basic tools. And we need evals for
everything. For everything that the models can't do, we need evals for the tool use, evals for the long
horizon reasoning.

(00:18:12):

Imagine in 10 years when we want models to be able to go out and build a startup for 30 days. We need
evals for that to effectively reward it. And | think that that road to improving models will last for as long as
there is anything in the economy that humans can do which models can't and be a huge portion of what
the future of work looks like. And so our mission is creating the future of work, and | think that this is a
really exciting industry and giving us a glimpse into the direction that everything is headed towards.

FROCERIR:

XERBMETF: EFENHPEE L LEBEALEMT A MR, XMERIFELZA? BRIEEF—BHAI
N=FRFNAIEBREE, BYAXBIBSE5L55EM, X2—MRKo

HMNIMNRIEERE. FMPANXERRBAEN, EREEDURSERS, BNERSEHBENHES 15
o HEIE, EEFREERTHARE, TEEREEMHE, TRERABMTIR, RNFBNES—HFEILWT
Mo WFREMAINE—HE, RIMNFEIECERITN. KEHEEIT,

BER—T, 10 FRHNFEREERIEED—RABTHEE 30 X, HMIFENLEILTNRE MR
Eo AN, REBEEFPEFEAREBMERTERMOER, SHERENERMZ—HETE, MXBIAK
ARRIENERAMED . HNVEBBEIELIERIRRK, XR2—MEBELAMERTI, LENFUTER
RKER BT o

[00:18:49] Lenny Rachitsky
English:

There's this tweet that you retweeted that | want to ask you about. "If you really think about it, we were

put on Earth to create reinforcement learning training data for labs."
FRZERiE:

REE A —FIEXTRRIEMR:  “NRIRFARE, FIRFEEIMIkE, MEATHALRESRERUFS
BUIIZRER IR

[00:18:59] Brendan Foody
English:
Yeah.

FROCERIR:



[00:19:00] Lenny Rachitsky
English:

What does that mean to you? What is this person implying? And it's basically what you're saying is we're
just helping train models.

FROCERIR:
XIRBHRETA? XPABTRTHA? BRLEMEMRRD, HMNIAZBEBIINGFEREE,

[00:19:06] Brendan Foody
English:

It speaks to conversations I've had with a lot of researchers and executives at top labs, which is that it's
highly likely that the entire economy will become an aural environment machine, building out all of these
worlds and contexts for us to then have rubrics or other kinds of verifiers. And that is really exciting in so
many ways.

(00:19:32):

Because | think let's draw an analog to other revolutions where when we had the industrial revolution,
everyone was freaking out about losing their jobs, but there was this whole new class of jobs of how do
we build the machines? How do we have knowledge work? How do we create everything new? And | think
that the narrative in Al over the last three years has almost entirely been one of job displacement, right?
Sure, there's ChatGPT is growing fast and it's very cool that everyone loves using it, but from an economic
standpoint, people talking a lot about job displacement. But very few companies and people have talked
about this new category of jobs that's being created and what that's going to mean and how people can
prepare and upskill for that. And | think that the most exciting thing possible is creating that future of how

do humans fit into the economy and how will that evolve over time?
FRCERE:

XRRT HSTFEMRERENARARMSERNIR: RETEBIMEFHBILER—PRUFEIIFRNE,
MZHFFA XEMRINER, ILHNEBHEETOITTERHMIIES. XERSHEEBIFE S AT,

BATAT LS — T HME Ees, T EapidH, SMASMEROERELE, BHEHIT —BESMTIE:
NAIRLENER? MAHTHIRMETE? MALCIESMBEY? HIANTE=ZFXT AINRNE/ L Fee2EFHE
“TRREL” Lo HPA, ChatGPT KRR, AKBER, EMEFAEES, ARKLKRSHNERERI. A
i, ROBATMNANITICEERCIEERX—EM T, URXBHEEMTA, AMIZMENESTRA K.
BIANARLAHKENEEMZIEAIARANZFHRE, URXMX ARG INFIKEREEE,

[00:20:22] Lenny Rachitsky
English:

| talk to a lot of people about just what should | be studying? Where should | be getting better? People in
school right now are just like, "What is even going to be valuable in the future?" You're at the center of a
lot of just what jobs are most in demand, how hiring is evolving. So let me just ask you a very concrete
question. What jobs do you think will remain in the future/what skills are still worth investing in for
younger people, especially?



AR ERIE:

BREBMAD: BZFAA? REZEWESTERA? RENFESTR: “RROILAKRBFENE? 7 REL
F METAEFREXR" Uk BEMMEE" OO UE. FRUAZKER—TEEEEBRE: RINIRFER
LETHEIRETR? THENFREARR, WERENAERKRR?

[00:20:47] Brendan Foody
English:

In terms of jobs, | would respond with a category of things that have very elastic demand are going to be
super exciting. Because when we make people 10 times more productive, we'll build 10 times, if not 100
times as much software as an example. And so | think the product managers that can now do so much
more are going to be extremely well-positioned. And so far as the skills, | think it's people that can
leverage Al to do whatever their day-to-day workflows are.

(00:21:16):

| have had a couple conversations with teachers where they get my thoughts on how they should be
assessing their students because we originally started out curating all of these Al interviews and
assessments for people and have thought about this immensely. And what we realized is that you don't
want to fight against them using the models. It's similar to when the calculator came out, you don't want
to give people all of this arithmetic work of how do you get them to do it and not use the calculator. You

want to tell them, "Use the tools and let's see what you can do."
(00:21:49):

And so we'll give people interviews where we say, "Use ChatGPT and Kodak. Use Claude code. Use
whatever tool cursor and whatever tools are available to build a website and let's see what product
you're able to build in an hour." And so | think that | give that an example in so far as talent assessment
because | think it pertains also to the skills that people should be honing in on of how can they leverage
this technology to do so much more in whatever industry or vertical they're operating in.

FROCERIR:

XTI, HRMEE: PEAEE “STEREMN BB IFESANE, BMF, SRIMEANEFTRES
10 128, AT 10 FEE 100 BV Eit, FZIANBEREEBESEBHRIERLTIEES
FME. EFHEE, FIANEHLEBEFIA Al KT BB IIERBA.

HES5—EEMRY, MREZNTHEZEE, RARINSKIMEN AR Al EitATER. FIIFR
B, MMARERMNPEERAERE, XMEHTESENBIN—1F, (RABLFERE EEARTAGREMIIAT
B, MEOIZEIFMN): “GRAXLETEH, iILRESMEMETAL”

FIABRMISAEIREXFNBE: “EA ChatGPT. Claude. Cursor AP AT AREII— WL, LK
MNBEEME—NRERET AR M. BEXINAAHENEF, SRAEEERT ANMIXELKE
BE: TICTEMMTURERIE, WAFBXTERAMSES.

[00:22:17] Lenny Rachitsky
English:

When you talk about elastic, being elastic, is it generalists being good at just a bunch of different things,
or what do you say? What do you mean when you think elastic?

AR ERIE:



HIRXE S8 B, BIE@TERKRSARANERD? RALE it BEEftar

[00:22:25] Brendan Foody
English:

So | more mean how much capacity for demand there is in that industry. So I'll give a couple of examples.
In accounting, | think realistically we only need so much accounting in the world. Maybe there's areas
where we can do more and that'll be good, but it doesn't feel like the world needs 100 times more
accounting.

(00:22:46):

On the other hand, in software development, | think we can ship 100 times more features for our
products, move 100 times faster, build so much more. There's just it feels like there's unlimited demand
for the industry. And | think Mark Andreessen tweeted about this recently, that software is the most
elastic industry of all where when we increase productivity, there's so much more that will be built. And
it's definitely characteristic of a lot of other domains as well. And so | would focus on those domains

where if we make everyone 10 times more productive, that'll increase demand, not reduce it.
rhCERE:

HREZEREZTUINERETE. FELM0F: E3t0E, RXPER ERFE-EENSIT I HiFELk
MBI UMSES, BRY, BREHFAHFIFE 100 FHZIT.

S—7HHE, FREFRITE, FIANNBNTT AN @3 100 FRIIH6E, EEIR 100 &, WEEZHIRA, &
RRXMTIWHFERZLMREY, Mark Andreessen EiftB & #W, MARFAIBTILHRRASMERN, SRS
AN, SEESHNAAKESHR, REEMTBBEXIMIR. FIURSXERE “NMRILENARNES
711RE 10 13, TRZFEZIBMMAZRL” B9,

[00:23:23] Lenny Rachitsky
English:

Okay. So you're in the bucket of learn to code, still useful as a skill. You take computer science. And so in
terms of elastic categories of jobs, sounds like engineering, product management is in that bucket. Great.
A lot of people listening to this are PMs. What else, like design users? | don't know. What else do you feel is

in that bucket from what you've seen?
R EIE:

%%, FRLURBT “FIRBMABRA" B—ik. MIFATENEF. BMATEEEMENTEELRIF, FEX
T2, FmERHEER. KiF7T, X MEFHRSAEE PM. EEFIBIE? LbINigit? RIBRINE, &
B AEX—KE?

[00:23:44] Brendan Foody
English:

Yeah, | think that there's a lot of things where the whole value chain of building companies has a lot of
these variable costs, even large portions of operations or consulting. Imagine if we could have 10 times as
many McKinsey consultants, what would be possible in so far as the research we could do, the analysis, et
cetera. But | think the companies and people that are going to succeed are those that lean into this



narrative of abundance of how do we do so much more rather than fighting back against it of how do we

try to stop displacement.
FRERIE:

B, WANERBABRNENMERET, BRSVTHEARENTLIRE, EEGEEEHS AN .
BR—T, WRIKNERE 10 FERENZEHHIE, HNEHAR. DNFFEELRIA 4. BFIAN, RKEE
BRI ATMNA, SHLFIE “F&EME" (Narrative of Abundance) WA—BIRE “BATNMEMISE
%7, MASHREREE. HERLE WA BIA.

[00:24:20] Lenny Rachitsky
English:

So along those lines, | think about your second bucket, which is the people that will be most successful.
It's not like a specific skill, but it's being good with Al, using Al to become better at what you're already
doing. This reminds me of Elon's whole thing with Neuralink, which | don't know if this is how we put it,
but the way I've always heard it is you wanted to build Neuralink because in the future when AGI and
superintelligence is around, we need a way to compete and the best way to compete is plug our brains
into a superintelligence so we have a chance. And it feels like that's what Al is. Getting good at Al tools is
essentially is having this super superpower.

AR ERIE:

BEXNRE, BB TMRNETEAN, URERERMINNA. XFXFRETMAKKEE, MEXFEKE
AL, FAALECHENITHEHISET. XitFAEIRE - 7MY Neuralink, FKIFEIRYIRERE, thiRE
I Neuralink 2EATERK AGI MBRERELIEY, AXFE—MREFHN, MEFHAAMZIEAMENE
REee, XN ENS. B A TEMEXE, ERKERCIERLLMZRE T —BRIEE .

[00:24:58] Brendan Foody

English:

Figuring out how to leverage them and incorporate it will definitely be of paramount importance.
FREiE:

FrafEF AHESENENEEFZE,

[00:25:04] Lenny Rachitsky
English:

It just comes back to this almost cliche quote now. It's, "Al won't replace you. People that are really good
with Al will replace you."

FRCERIR:
XX [EE T HRNME/LF T FRERENGE: Al RSEARR, BRLEEKER Al IASEULIR”

[00:25:10] Brendan Foody

English:



| think it's totally spot on. And I've definitely seen this at the enterprise level as well where there's certain
enterprises we talk to that are almost fearful not wanting to engage, not wanting to eval their businesses
because that'll provide the evidence that their value chain is being automated. And there's others that...
Literally some of the most recognized sophisticated Fortune 500 businesses that have this mentality and
there's others that are leaning into it of if we have the ability to do 10 or 100 times more, what will that
mean and how do we lean into that future? Because there's so many things that are going to change over
the next 10 years, and | think those are the kinds of businesses that are going to be successful.

AR ERIE:

BIANAXTL2ERH, REEIVEERERTX—xR: BEEWVIFERHFELEMAESS, FENE SIS
BTN, EARIIEBRMINNEREEREL. BEE—ERMBHNME 500 BEVBEXHLE. M5
—LMINERRFARE . NRKNEENDZM 10 {530 100 FHIFR, BEREFTA? HAWNEERIBR
K2 FARRK 10 FRRERZEN, HINAREXLRIABEIRIFI.

[00:25:54] Lenny Rachitsky
English:

Let's talk about labor markets more broadly. You guys, so it's interesting though. You started not feeding
people to Al labs, not training models. It was just like help people find jobs, help companies hire, and
then you're like, "Oh wow, this whole opportunity.”" You have this really interesting view on the future of
just labor markets and hiring. Talk about that.

FRCERIR:

RNE 2R RF AT, REEBNZ, (RMISKPIHFRBAT S Al RREHEAS HIFEE, RIDR
BATEAKRIE, BATRE, ABMRMNRALRI: ‘&, XEMEARINR.” R FTHMBENFR
KEEIFEFEHINE, FHHX,

[00:26:14] Brendan Foody
English:

Yeah, it's interesting. | remember when we started the company, as | mentioned, we were 19, and just had
this gut intuition that it felt so wildly inefficient that labor markets are so disaggregated. And what | mean
by that is when we would hire someone internationally, they would apply to a dozen jobs. When we as a
company in the Bay Area were considering candidates, we would consider a fraction of a percent of
candidates that were available in the market. And the reason for that is that there was this matching
problem that everyone's solving manually where they'll manually review resumes, they'll manually
conduct interviews, and manually decide who to hire. But when we're able to automate that matching
problem at the cost of software, it makes way for this global unified labor market that every candidate
applies to and every company hires from facilitating a perfect flow of information in the economy.

(00:27:08):

And | think that that future is undoubtedly what we're heading towards, but what we've realized over
time is that the nature of work is also changing dramatically. And part of building that future over a 10-
year time horizon is creating that future of work and all of the more tactical things we do and building
these incredible data sets across evals and RL environments for our customers.

FROCERIR:



B0, RERR. RiSFERARNMIZE (EMFREIN, RN 19%), BE—FENR, REFSHHHM
B, MERMR. RPBDRE, HRNTHATEMBEN, —PASHBBE/LHIIE;, MEMEA—KEXE
NETETEEEAR, REERMEITH ERNEEHIAT . REET “REEE BriefALRRN: AT
fpiEEh. ALER. ATRERAE. BARMNEURHNRAE U NMLEEZDE, EMAekE—%
S AHIZHT T B —8 MREARBERIE, SRABEEHMNTEE, Mmfe#aFhEBRTERE.

FIANFNERERSRORFKLE, ERMTERRE TIENRRBELERE, 7 10 FRITEIEERDEER
PREHIEF, —BDTEMRIENE “TIRRIARK" , URBNEEMEIFAESEAETIE, tilhEFAHE
BTN (% SRR IR A SRS

[00:27:35] Lenny Rachitsky
English:

What I've seen in how hiring has changed, I'm doing research on this with a partner, Gnome, it's so much
easier to apply for companies that everyone's just applying now, to hundreds of companies. Al is just
making it easy to adjust their resumes and cover letters and make it feel like, "Oh, | applied to more of
course very specifically, but it was one of 100 places." And then on the flip side, hiring managers are
getting flooded with applications and so now they need Al to filter. So even if we didn't want to get to this
place, we're almost being pushed into this direction of so much volume on both sides. We need
something really smart at filtering and helping us hire and select, and this is exactly what you guys have
been building for a long time.

FROCERIR:

BOMBE TIHEARNEL, REMSEKHE Gnome FARX D, HERBEQASEESARTS T, SMAHER
BILERAE. AlLEREHMKREZEFEMSZE, LARE ‘B, ZPBFTRSK, MABRHIE" ,
BLfr ERRZ 100 MEIBEFI— IR, BELIEREENRIERR, FRUMIIERE Al Kinik, Frld
BMERNIAEERX—F, WHEANBERBELRRINERZX N SR HNFEIFEEENRERIIE.
B EEEANESR, MXIERIRITKEIUR—BEEWER R,

[00:28:13] Brendan Foody
English:

Precisely, yeah. And the fascinating thing a lot of people ask, do we think about ourselves as a labor
marketplace or do we think about ourselves as a data company? And | think that the reason it's an
interesting question is our realization on from what the labs need is that they actually need a labor
marketplace. They actually need these exceptionally high caliber people. And of course we'll layer on
some project management and some software platform associated with it. But the really core thing that
they want is how do they find these extraordinary professionals across all of these different domains that
can measure model capabilities and work to build that future work together?

FROCERIR:

ERYOtt. RZEARZKS], RIBECEFFZNATHERKEAR? XMRENEBZAET, HITFIRESE
WEHRERENMZ—1FNHH, tIFEXLERESEROAL . H24, HNSIELERM BN —LEIm
BEERNAXNRGTE, EIEZONERE: NEHREXEEERERNRE T WAL, RESHKE
RENFH L EME T IFRIRK?

[00:28:56] Lenny Rachitsky (Ad)



English:

This episode is brought to you by Enterpret. Enterpret is a customer intelligence platform used by our
leading CXN product orgs like Canva, Notion, Perplexity, Strava, Hinge, and Linear to leverage the voice of
the customer and build best in class products. Enterpret unifies all customer conversations in real time,
from Gong recordings to Zendesk tickets to Twitter threads, and makes it available for your team for
analysis and for action.

(00:29:21):

What makes Enterpret unique is its ability to build and update a customer-specific knowledge graph that
provides the most granular and accurate categorization of all customer feedback and connects that
customer feedback to critical metrics like revenue and CSAT. If modernizing your voice of customer
program to a generational upgrade is a 2025 priority, customer-centric industry leaders like Canva,
Notion, Perplexity, and Linear, reach out to the team at enterpret.com/lenny. That's E-N-T-E-R-P-R-E-

T.com/lenny.
R EIE:

AET BH Enterpret 2B, Enterpret E—1M&EF EHEF S, # Canva. Notion. Perplexity. Strava.
Hinge # Linear EM%c ™= mALRFAEA, AT BEFRNESWE—R™Mm. Enterpret LNFE—FIEEF
3FiE, M Gong REE| Zendesk TEFBE| Twitter £k52, HERBIEABAHITAFAIKEITEI,

Enterpret B4 A E T EREBMEH BRI ETEFANWMIRENE, RENMEEF RIGRMANE B ERN S
E, HEXERIBFSWANEZEFRHRE (CSAT) FEXBIEMBARLR, NRBMH “BFZE" HHIALRAK
FREEFTE 2025 FRIMRFTED, 15EXR enterpret.com/lennys

[00:29:55] Lenny Rachitsky
English:

Going back to just how this all works and what you guys do for models, | was talking to a friend who had
an ankle sprain or his foot was hurting and he got an x-ray and he fed the x-ray into ChatGPT and then
asked him, "Give me this specific x-ray." And it's like, "Okay, sure." And then it gave him, "Here's what you
have." And he was talking to me, he's like, "What is out there on the internet that trained this model to
know this stuff?" And | was like, "No, it's actually somebody sitting there helping the model understand
this. Once they recognize, it doesn't fully understand this. Humans are actually helping them learn these
things."

FRERIE:

EIEX—BUMEER, URMMITAREREM T 4. BETRARAGTHER, a7 XXth, AEIBERAE®E
45 ChatGPT, [AE: “BBHREBEBXKHAF.” ChatGPTi#t: “4FH, &iAld.” AREIFT MIZHER. tEE

W “BENERRBFARARIIGHIMEREXLERIRN? ” Rii: A, HERHEALEREREHEE
B, —BXRNELIMRBEATLERRES, B AXEXRGEEFEIXERAE,”

[00:30:29] Brendan Foody
English:

Exactly. Well, so the way it works, at least what most people's understanding is there's a lot of complexity
in how the models work, is that pre-training gets a lot of the knowledge into the model of what are all the
different things that see into the world. And then post-training and reinforcement learning is for all of the
reasoning of what are the pieces of knowledge that are accurate, what are inaccurate, and what to



prioritize at any given time to make a decision. And so behind that, there would've been radiologists that
worked on the post-training data set to create some stasis point for here's the diagnosis and rewards and
penalties associated with it. And it's really the quality of those people that went into the quality of the
decision and recommendation that ChatGPT ultimately made.

FRCERIR:

R, BABEBFIREESR, BEASHANIERZ: ML (Pre-training) FAEBNHFRIIRERLLIRE,
m “EZ" (Post-training) FMERWFEINZN T HIE—EERNIRZ AR, MESTERD, UREER
RERBNIZ AT R ARMBEIRR. FRUEBMIFER, —EERFREESS TRIIGHEENT
5, BT —1MEER, BEIZEIERUSMBXHNRMHAET . ERXEANTIKTF, RET ChatGPT &E
R R BN

[00:31:14] Lenny Rachitsky
English:

So let's actually follow that, right, because that's really interesting and | don't know how many people
understand it. | understand it. So the work that you do and these experts do is post-training. It's not
feeding data into the model that it's trained on. It's, "We have this model GPT-5. Now here's all the things
that's missing. Let's add to it."

AR ERIE:

FEIMTRARIT—TF, XREHE, HFMEEZ D AER, BRNIERE: MAIXLERFABENVIERFT “Fil
% o XARELEREREMIIGHRE, MER: “HNELET GPT-5 XMER, UEEFELERMAA, ik
BB ER X"

[00:31:31] Brendan Foody
English:

Exactly, yeah. It's really unlocking, allowing the model to focus on all the right tokens, from pre-training
all the right things in model context, up weighting the effective reasoning chains to enable the models to

reason better in a more generalized way.
R EIE:

B, XEFT EBEMIEE, L ERBE I TIERN Token, MFUIIZFIREVERN ETX, BMNEIHEE
HERNE, MMEREEETS L EEARNG N H TEFRTHIE,

[00:31:48] Lenny Rachitsky
English:

What's the scale of people just working on the stuff. It's like thousands, tens of thousands, hundreds of
thousands?

FROCERIR:
MAEMZRTENAREARZZD? LT, LAEENL+75?

[00:31:53] Brendan Foody



English:

Tens of thousands at any given time, hundreds of thousands more generally. It's huge. And the most
exciting thing is that it's growing really quickly. I think that to your question also about the competitive
landscape, historically there were all these crowdsourcing companies that would get these super high
volumes of low-skilled people. | think Scale and Surge were the primary companies that pioneered that
industry. And then in this transition to higher-skilled labor, what people realized is that actually you can
go a lot further with just getting higher caliber people even in smaller amounts initially, and now
subsequently scaling that back up once they're able to meet the quality bar.

(00:32:35):

And | think that there's a bunch of companies that after our success and very rapid revenue growth that
started early last year have chased after that, which makes sense. And seeing that the market was
changing very quickly, we were taking off, and trying to pursue a similar thesis on the market.

AR ERIE:

EERERBEHEHRLA, I XEWEH+TAA. REEFER. RLAHFHNZCEKSEE R XFIRIEE
WRERE, HELAERSKREAE, MIBEZEEENRZREAS. FiIAA Scale M Surge 2XMTILHI
X, EERSXEFHHRENIRES, AMIZRE, RYERBS E&885ZRAY, HEERSEER, AR
EEEREIRENERBZES T AR,

HIANEEFMNRNBSHIHAELREWREEKG, BREQBDHBERNG, XRIEE. NEEHHELRK
R, HNEFIEE, FRESREREMHNTIZIER.

[00:32:56] Lenny Rachitsky
English:

It's interesting. There's always been these companies, AlphaSights and GLG, that did this before Al or is
paid to connect to an expert and ask them questions about stuff. And essentially, okay, it turns out this is
really useful for models. We don't need the person in the middle.

FRCERIR:

REB, —HUREMER AlphaSights M GLG XIFHIAE], £ Al HILZEIMEMXGSE, HERBHERRKRT
REWEAH, NEER, XNREBIFEER. HNFAEFEREAT.

[00:33:11] Brendan Foody
English:

Exactly, yeah. Well, but one core difference is that AlphaSights would generally be a one-off call versus a
lot of our work is really hiring people for projects of how do they work on something for a longer period of
time. And so that's, | think, one of the reasons that some of the traditional expert networks have
struggled to get into this. And also how do you retain those people and think about all the incentives
where it actually looks more similar in some ways to one of the traditional labor marketplaces of an Uber
or DoorDash, just with much higher-skilled talent that's treated exceptionally well?

FROCERIR:

R, BE—MZOX5IZ, AlphaSights BER—XRMENEIEZE, MBEMNNIEEZZANTEREAR, ittt
MNERKNBEIANEETEGE. FHAAZXRZ2ERLTRMEELUANZINMURBNRERZ— i, MFZEEX



LN, URIMEIHRRENEG, XEFRLESEEIER Uber 5 DoorDash XFHESAFZ ™, RFFEA)
MENEREIRGFFENSREEAT

[00:33:50] Lenny Rachitsky

English:

It's such a good opportunity for me to learn so much about this, so I'm going to ask questions.
R EE:

X EKRE— DT BRI N THNKFIN S, FIUKREZR LR,

[00:33:55] Brendan Foody
English:

Yeah.

FEiE:

789,

[00:33:55] Lenny Rachitsky
English:

It's so interesting to me. How much of the experts are focused on specific concrete knowledge versus
personality and softer skills? How much of it's like, "Here's how you do an exam. Here's how you do an x-

ray"?
AR ENIE:

BRGFE. XEERPEZLVELTETRGNENR, O ETHERNNEEE? BFLEER “X2WM
EHE = XBWMAEXAR XEFER?

[00:34:09] Brendan Foody
English:

It depends on the lab. It's a lot of both. | think that previously it might've been more softer skills, but now
a lot of the labs are focused on their business models of what are the economically valuable capabilities
that drive revenue and leaning a lot into these professional domains. But | think the creative side is also
still really important to everyone. And so we're seeing a meaningful amount of both. We hired all the
people from the Harvard Lampoon a couple of months ago, their comedy club, to help with making
models funnier. And so do all sorts of stuff like that, hiring Emmy award-winning screenwriters and
everything across the board on creative capabilities that you'd look for.

FRCERIR:

EXEURFEHE, MEBERS. WIANURATRESZNKEE, BIUERSEVELL T TITAIRLR
i, BIPLERBZFMERNRENA KB, Rt AERAXLEL NN, ERINAIESTEXNETA
KIRMAFEER, FIUARMNBIXMERBERI AL, JLTART, HMEET (REHIKRIXAH)



(Harvard Lampoon, ME#BERMEREE) MATEMS, REMRBTIEFUMRZ, RITEMTRZEMN
£15, LLMRBYERRARER], URSMRERNEITEDAL

[00:34:51] Lenny Rachitsky
English:

That is amazing. What a cool story. I'm excited for this to kick in. How fast do these things turn around?
Say you hired this team, how fast are we going to see the impact potential? Is like months? Is it years?

AR ERIE:

AET, INEERER. ZRATERNN. XETHENERBREZR? BRRIFEATXMER, HMZR
RERIIBENRM? 2/LMNAER/LE?

[00:35:03] Brendan Foody
English:

Well, so it depends, because some models or some labs will release iteratively where they'll just improve
the model behind the scenes.

FRCERIR:
EEURTFER. AANEERMEFIRESHITIENLS, MIIRRERERHERE,

[00:35:11] Lenny Rachitsky
English:

Without announcing a new model?
FRCEIE:

REMHIEEG?

[00:35:12] Brendan Foody
English:

Exactly. Every couple of weeks versus others do these big releases. And so it depends a lot. We're behind
all of them, but we move really fast. It would be a customer gives us a request of we need these award-
winning screenwriters, and within 24 hours we'll turn around the experts. And then there's also this really
interesting dynamic where in a set of 100 people that we hire, oftentimes the top 10% of people will drive
majority of the model improvement. It's like a company. If you have 100-person company, oftentimes the
top 10% of the company will drive majority of the impact. And what that means is that when we're able to
build proprietary advantages in identifying who are those top 10% of people, both in so far as how do we
have them on our platform but also identify and match them effectively, it creates so much value for
customers that it's difficult to compete against.

(00:36:08):

And so it really does tie back to the founding thesis of the company, which is how do we find these
extraordinary people and identify them so that we can reliably deliver these top 10% or top 10X



experiences for our customers.
FRSCERIF:

Rid. BNER/LAMER—X, MBNNHITEKRRELT. FIUXRARE EBURTER. HiII<FHE
FISRIZE, MAFIFER. MRFFREEFRE “HNFEXLRRER" , KIE 24 NERAGERNTE
Ko BE—NIFEEBREE: ERNVEMY 100 MAFR, BEF 10% WASENRRAIAER D H, K&
—XRE, MRME 100 BRAT, BEE 10% WASFEREITM. XEKE, HRNEBTIRFIXA
10% BIAA FEEIZEMNEN (BFENMILAIBERNOTE L, UAMNABERMIRAMTE®RI]), X
NEFPEERNMNE, ILREFNFHUER.

PRIAXISSE R T AR EIIAIRE . FA VAR EXEIERBIAA FHIRBI M), MMeES R et E iR HX
M AT 10%7 = “10 fFRT B,

[00:36:25] Lenny Rachitsky
English:

So on that, so is the idea, you hire Jane. She's incredible at coding and she now works for Anthropic and
that's her full-time job doing this? Or is this a part-time thing? Is this a project thing mostly?

FRCERIR:

XFX—m, MRIVRXEZHNG: RET Jane, WRIZFEFE, AR Anthropic TIF, X2
LIRTFIE? EE5R? AEFTEZHEFN?

[00:36:38] Brendan Foody
English:

It would sometimes be part-time. Sometimes it would be full-time. | would say most often it's part-time
where it's like someone might work at a thing company where they're underemployed, maybe one of the
ones that's moving slower where they have an extra 20 hours a week and then they're able to do this on
the side or whatever the equivalent is across a bunch of different industries. But we also do a lot of 40
hour a week roles as well.

FROCERIR:

BEZERI, BNE2R. HIWRAMOBRTERR. WMEATE-—RAREIME, B “AMNA" ,
FEE—KTERIENATE, SABHING 20/ NN=H, ARMIIFA LR AW REHX, HETEMT
BB EMEIER. BERMERERZEE 40 /NEHI2IRRL

[00:37:08] Lenny Rachitsky

English:

And how much are they making? Is it meaningful enough for a Al engineer to spend time on this?
R EE:

e IeERZ 03%? W F—R Al TR, ZREHX N EiRiEEE?

[00:37:13] Brendan Foody



English:

Yeah, very meaningful. So our median pay rate in the marketplace is $95 an hour, but it can flex up, well
up into $500 an hour based on the depth of someone's expertise. And one thing that highlights this
difference relative to a lot of the crowdsourcing companies is if you look at the economics of the
crowdsourcing companies, oftentimes they would pay $30 an hour to town as the average. And so think
about the people that you can hire, the undergrads for $30 now versus the Goldman bankers, the
McKinsey analysts, the Fang software engineers. And ultimately it comes down to what are the
capabilities that labs want their models to have? And it much more falls in the latter bucket than the
former one.

AR ERIE:

20, IFEAM. HNHHHFRULZE 95 7T, EBRETIWRE, NHIURELRE, EESA 500 &
TTo B—REAERNESRERFANKG: MRIREREATNEFIELN, tiT@EFIHE/)\8Y 30 EiT.
BRE, 30 XTMERIFTAFNA? BAFE, ERSRNBRITIR. ZEHHNIHIM. ERKRT
(FAANG) RYIRHFTIZIM? VAIRAR, XEURFREERERVAFEMHTAFNE. B, XEEHBESMEZE
TEE (BHEAT) 5L

[00:38:02] Lenny Rachitsky
English:

| know there's only so much you can talk about with this stuff, but so Anthropic, Claude has been so good
at coding so much better historically than other models. | also use it for writing, giving feedback on
writing. What is it that allowed them to get so good at this and continue to be so good at this?

FRCERIR:

BAMEXLEERREEEE KRS, 18 Anthropic B Claude TERIEAE—BERUBIFELHE, A L EMERGT
%, REATREF, LEAHNXEREN. BTAILMINERMEXAYT, H—BEFRSIEL?

[00:38:19] Brendan Foody
English:

Well, I can't go too much into detail about customer work, but | think that it's this trend of reinforcement
learning and being very thoughtful about defining the right rewards that we're releasing across the
board. And how we could mitigate reward hacking, set up the right rewards, that's super impactful.

FRCERIR:

HRAEBBAZXTEFLENAT, EFANNXZBRUFINES, UNREEXIERD “REHH" HEiE
BRBAE, WMEIRE “RMEE” (Reward Hacking) . & B MR, XLHIEEFRMI,

[00:38:42] Lenny Rachitsky

English:

Evals. Again, evals is all you need.

FRCEIE:

X2, &R “TFURIBRFAFEN— -



[00:38:44] Brendan Foody
English:

Back to evals.

R EE:

(EIEFEoIS

[00:38:45] Lenny Rachitsky
English:

Yeah.

FEiE:

=i

[00:38:45] Brendan Foody
English:

One of my favorite quotes from customers is that, "Models are only as good as their evals," which has
always held true.

FRCERIR:
BEENNEFERZ—R: “BRENEREURTFEITNRKT.” XaiEKITER.

[00:38:53] Lenny Rachitsky

English:

| think Greg Brockman tweeted this once. "Evals are all you need."
R EE:

48 Greg Brockman B2&d#X:  “WUmMEIRFIREZN—T.”

[00:38:56] Brendan Foody
English:

Yeah, truly.

FSCEiE:

=Y, HauLt.

[00:38:58] Lenny Rachitsky
English:

Let's talk about Mercor a little bit more. One of the maybe, not even maybe, | believe the data tells usit's
the fastest growing company in history.



AR ERIE:

ILFATZHEN Mercor, ERgER—EETAR “Fae” , HABEHESFEAN], eRHELERERHIQ
o

[00:39:07] Brendan Foody
English:

Yeah.

FSCEiE:

=0

[00:39:09] Lenny Rachitsky
English:

| want to understand what you did to make this happen. So let me just ask, what do you think are some of
the core tenets of how you built Mercor that most contributed to being this successful?

AR ERIE:
BRI TR EAMIIN. FAER, RIAATTHE Mercor BUSFZ, B IPLERZ O E N 3 X Fh L Th BBk ER A ?

[00:39:20] Brendan Foody
English:

| think the most important thing is looking at the leading indicators in fast-moving markets. | remember
when | used to think... Everyone in venture talks about the why now, and | used to think about the why
now of how from a product standpoint, less from a market standpoint of now we can automate the way
that we review resumes or the way that we conduct interviews, et cetera. But ultimately there is this
legacy market that's has all these incumbents and it's relatively stagnant. But what matters a ton is
actually figuring out what are the new markets, the new pockets of demand that are changing very
quickly where the wealthiest customers in the world are willing to pay whatever it takes to improve
model capabilities, and how do we focus on the leading indicators of those markets to make sure that we
have the best solution for the flagship customers in the market and optimize everything around that.

(00:40:18):

And that's what | found has been most impactful in building the business. | think maybe that's one thing
is leading indicators in markets. If | had to choose another, it's customer obsession. We have had for the
last... We're starting to have a couple of product managers help out with go-to-market, but for the last
year and a half of the business, we've had no one in sales and marketing. And so we're immature from a
sales and marketing standpoint because we focused 100% of company resources on how do we build
great products and experiences for our customers. Just getting word of mouth, the people that have
worked with us at other businesses want to keep working with us and leaning into creating those great
experiences. And so that's where | spend all my time. And | think that some founders can get caught up in
how do they get really good at marketing before they've figured out the thing that really drives a lot of

customer love and creates the six-star experiences that you're used to building.

AR ERIE:



HINNBREEN —REMBREEUHZRHN “GEER . RISFURREER - KRFREBEXIL Nt
2=ME" (Why now) , HURESEMNTRAEER, MABMTZAE. LLANMERNTATUBELEHTH
EREIRAEES. BIARER, FRAHHERZEREL, MBEEN ST EEEENZRHBLEZWRR
B, MR RR, EXEMS, R EEREENEFARBEFE—INNREARIEE. HNEXEX
LEHIZNGTER, BRENENTHTNEMASTFRERERRAGR, HESRX—RME—T,

EMERAMMNWR IS HAETMONRAE, NREBES—, P2 “FEFAHEK . EIEN—FFE,
HMNBEELEHENEHAR (REAFRE/LD PM MEIEANTE) . MEEMNEENAERE, HITERK
2, RAENRE 100% R FEHERENRANT TSGR~ @A L, BT OB ERE, REEEMAF
S5HNEEINASBRESHITEGF. XMEREFREREINMG, FINANELELBARTESELLFFE
TAREERSEFAEE. e RNERER Z#1, MUSTUAMEFERE.

[00:41:19] Lenny Rachitsky
English:

I'm going to go back to that first point, which is like, okay, you found this pocket, maybe the biggest
business opportunity in history. How did you first find... What was that moment of, "Wait, this could be
really big"?

AR ERIE:

FERE—=, URBREAMBBNMING, BAERAE LEANELNSZ, MEBEARKIN? BBMLMR
BiRE “FF, XARSMAT HRZIZTAas?

[00:41:31] Brendan Foody
English:

So there's some crazy stories here. | remember we started the company as | mentioned in January 2023.
And then in August 2023 when | was still in college, one of our customers introduced us to the co-founders
of xAl over a Zoom call saying how we had these really smart Indian software engineers that were great at
math and coding. So we met them and we explained how the software engineers we had were really good
at math and coding because they weren't distracted by all the humanities. They didn't have to study
history and English and all these other things, and they loved it. So they had us in two days later to the
Tesla office and we met the entire XAl co-founding team except for Elon, while | was still a college student.
And xAl was just getting started at that point and they were super excited about our focus on the quality
of the experts.

(00:42:22):

And so while they were still doing pre-training, they weren't ready for human data at the time and we
didn't start working with them at that point. We just knew from that point forward before we even
dropped out that the market was about to change radically and we needed to be at the frontier of that.
And so then fast-forward a few months, one of the crowdsourcing players came to us and actually used
our platform to hire over 1,000 people where this is very interesting experience because we started
getting flooded with support tickets about how those people weren't getting paid. And we obviously felt
horrible because we had referred them to this opportunity. It was this reputable company. And we
realized that a lot of the incumbents were resting on their laurels with respect to what was needed in the
experiences they were creating for talent in their marketplaces to help improve models. And there was
this opportunity to work directly with the labs in a way that kept the dignity of the experts in the
marketplace, paid them extremely well, and cut out the middlemen.



(00:43:31):
And so we started doing that in May of last year, and then the rest is history.
FRZERIE:

XEE-ERENKF. KICF/ARRZE 2023 F 1 I, ARTE2023F8 A, HEFELAFN, F8—
PNEFEY Zoom BIEEENINAL T xAl WERGEIEA, RIENE—LIFERAENERAGTIREIN, BRKH%
FMgE. HMNTH, BRRENNIRMZAUERXE, ERAMITEERSMASORIED D, FFE
FHE. RIEZER, WNRAERR. BXGE, ITBEERNEFFINDAE, RANERIAFEE, ML
2T BRIRBE LASMIZE A XAl BI9REIRA. BT XAI A NINIEED , I3l 13 T REERIKEREIFFE AT

BAMNLIEEMINIE, ERESFRBRALREEE, BNBIEKAREE, EMB—ZIE, EEEH
BREZR], BITMAETZERLRERE, BMGITUEERFE. JLMAR, —KARBEXRLIER], FHAXK
MNFEREMT 1,000 ZA. XB—RIIFEEBNEN, AANFNFBREIKRENKRF, RABLANZERT
Ho HMNBEIFFEEL, BARKNEFETI M=, MARR—RBEISHNQE. HIFRE, REER
A FENAAEFREUESSHERESEEY B, XR—TMEESEREAFNNE, BREFREHHHE
KHE™, LMIRSHRE, XeEEERETHT,

FRBANVEESE 5 BFABXFY, ETFRNEBAREBNET

[00:43:37] Lenny Rachitsky
English:

Wow, okay. Hundreds of millions of dollars in revenue since. So what I'm hearing here is you were very
open to looking for poll. You saw some poll, you explored it. And then once you saw that there was
something really meaningful there, you just went deep on making that an incredible experience as

amazing as possible.
R EIE:

I, MBRLUSEWAE T ¥IZETT. FRARKIAEING, RXF “Tiphin” (Pol) HFIFEAKNSE. 7E
ATHA, #TTRR, —EXMPBERREEEXHRA, Fe1k, BEREEIREK.

[00:43:57] Brendan Foody
English:

Exactly. | think if I had to distill it into advice for founders, one thing I've realized is that | spent a lot of
time trying forced product-market fit. And in some ways you should be persistent. You should have these
theses that you have conviction about how the world will change. But sometimes you just need to sheer
it from the market and know that it's there, the poll, to know the right places to focus. Because if it's
difficult to sell, if it's extremely difficult to sell the marginal customer, you're not going to be able to grow
a huge business. What you actually need to find is the customer that's surprisingly easy to sell into where
you're going to be able to grow with them. You know that it's a large pain point. And so it's some
combination of being stubborn with respect to your thesis around how the world will change, but also
very open-minded with respect to exactly what form that takes and how the market's developing and

how your company will fit into it.
R EIE:

R MREFLCNMA—LERI, RERFKBETREMEXE BT EH~mmaREe (PMF), 7%
LR EMRNIZER, MEZNTRBENAECERENES. EERMRRIFENTZHBZ B, MEE



FERE, MMEALEZXEBE. AAMR~mRYESE, WRMIAMREFHEERERYE, (RMITE#R. R
EFBIHHNERELTEZRXNER, RA] UMM —EMK. (RAERE—TEXRIER. I, XZ
—MES: BENERETUNESFRE B , XENEGER. TARURABMNAMANEPREFRE
By TR o

[00:44:55] Lenny Rachitsky
English:

That's an amazing insight. In the moments you described, felt like it was a combination of this xAl
meeting feeling like, "Oh wow, they really, really want this thing that we have. We're now doing an
amazing job," and then it's 1,000 people hiring in the platform. Was that those two moments that are like,
"Wow"?

FRCERIR:

XN T AN, EMREANIBLENZIR, RIEES XAl NSHEILRIER “1F, wiENIFEERERITHA
BNAA" , AERFTAEL 1,000 ABEEMIR, XM OEZILREE] 7 132

[00:45:09] Brendan Foody
English:

Exactly. And those happened, keep in mind, while we were a seed company, right? Well, so the first one
was before we even raised any seed funding, we were totally bootstrapped because we bootstrapped the
company to a million dollar revenue run rate and have always remained super capital-efficient. We've
never burned money. We were lifetime profitable. And then we raised our seed round in September from
General Catalyst, and it was the other experience after we raised our seed round where we really knew
that there was an enormous amount of demand in this market where we saw the volume and we saw that
the incumbents were sleeping with respect to how the market was changing and the kinds of people that

were needed to make that change happen.
AR ERIE:

R, BICE, XELZEERITER—IMFRATNNE, F— I RZNEEZREERITREAZRN, Bilxe
EEEARE, BARINBEIBERMEIT 100 X, HE—BEFRFRENEERKE, HIIMEKERIE, —
FBAIRE. AETE 9 BENIM General Catalyst ETFHFIRIER, MFRZENS—REHILFHIELER
SXIMHHEFEEEANER, BMNEITUSE, WEHTEENFETIRIZMAL EREFIRMIEH,

[00:45:50] Lenny Rachitsky
English:

It's one thing to see this opportunity and start to execute on it. It's another to actually succeed at this
scale and consistently win. You guys have very specific values within the business. Talk about those. It
feels like that's a big part of your success too.

FRCERIR:

BINMEHFBRITE—RESE, BESIIMAURHMIIHFISR_ES —OF, RIIARNREEIEEREE
MEW, BWEXLE, REXWZRIRINEZERE.



[00:46:04] Brendan Foody

English:

It totally is. So I'll give the three and maybe a brief story associated with each of them.
(00:46:10):

So the first one is having a can-do attitude, which everyone gives me a little bit of a hard time for because
it's a funny saying, but we've always set these ridiculously ambitious goals, and then somehow the
trajectory of the company forms around those goals. Where | remember when we were talking to
Benchmark before they led our Series A, we were at 1.5 million in run rate. And | said we'd be at 50 million
in run rate by the end of the year. And they said we were absolutely insane, right, as anyone would. And
plus or minus two weeks, we hit it. And then we've now well blown past the tracking to 500 million in run
rate, which was initially our goal for this year. So setting these incredibly ambitious goals with respect to
the revenue scale of the business, the caliber of experiences for talent, all those dimensions is super
important to first have a can-do attitude.

(00:47:04):

The second thing is really high standards, which is who we hire and what we expect of them. We have an
incredibly high hiring bar where we hire tons of former founders, people that have incredible experiences.
We just hired or partnered with Sundeep Jain who joined us as president. He was previously the chief
product officer and chief technology officer at Uber and joined our relatively small in the grand scheme of
things company to help scale up all the processes where Uber is of course the largest labor marketplace
in the world. So super high standards is of paramount importance.

(00:47:41):

And then the third one that we really lean on significantly is intensity. And that if you look at the early
cultures of the legendary companies, thinking of Meta or Google, they have these incredible, intense
early-stage cultures of people just moving heaven and earth and doing whatever it takes to push the
frontier of model capabilities. And so still very much output-oriented of what do people achieve rather
than input-oriented of the specific hours they work, but recognizing that it takes a lot to build a legendary
business, and that's ultimately what we're optimizing for.

FRSCERIE:
Hasegntt, BOZ=ANEN, HASNRUE—NNESE,

B2 “NEEFRK” (Can-do attitude) e ARBENZEX MK, HAXAERERL, ERIISRR
ERELZARNBN, ARATDHNARNTIMEERXEBIRE. KICFE Benchmark itk AR ZAET, Al
MEHEIRRE 150 HETT. RiAFIFREKITSAT 5000 H, MIIRERRKNT, MEHSXAE, BEREN]E
RERERENNEAKIT,. BERMNELKTZED T 5 ZFUEWNBR, XRAZRSFENET. Fi
L AEWIE. A HRREENMMEERERAFT ONER, BAFTEXM “NEEAR BHEE.

BIANE MEinE , XEMERMNRMAEURSMBIINAE, HNEENERE, BA T AKENFIEISA
A EBRIMEFEENA. FHNNIREZET Sundeep Jain BELE, thEE Uber WEES~REMERERAE,
IINFANTXKERN BN RE], BB BRIZE, M Uber SAREKEANFTINTG. FILL, RS
EEXREE,

F=NBIMNEZABHIZE “BE” (Intensity) o INRIFURIBLEEAZFTATINFEEAMN, LUl Meta 3 Google,
HEERERIFVERXN, BINATRBEREHNARMAERD. BIMIAREEEE=H (AR
MTHA), MARERN (AEIETZNE), BEIMNRIRE, TE—XREFEUFEMHEANEH, X
ERHENIRLERM BT,



[00:48:18] Lenny Rachitsky
English:

| could see why this works. Can-do attitude plus high standards plus intensity, | could see how that leads
to success. There's a lot of talk these days about this 6-9-9 culture, working six days a week, 9:00 AM to
9:00 PM. A lot of people are like, "Why? That's terrible. Why would you make people do that?" But at the
same time, I'm just constantly hearing this from the most successful Al companies. This is just the way it is
to be successful. Things are moving so fast. This is an opportunity you'll never see again. Just talk about

your thoughts on that.

AR ERIE:

HEEEBAMAXTRE NRNSENLSAENSRE, YABMMI. RIEAKEBAITIE 9967 XK

(BEWR 6-9-9, BANRK, BARKIBAR) . REARGF: “NHA? XXEET, RTABELAXATF? 7
B5ILER, FHARETMEMINET Al ABBEREXMIRE XMEMRINGEZE, FREARERRT, X2
— N FHEMEENN S, WIRIRN B %o

[00:48:50] Brendan Foody
English:

Yeah. Well, to clarify, we've never mandated hours. It's more been a byproduct of people that care a lot
where we care a lot about the trajectory of the business. And so a lot of people come into the office and
stay late. But if they need to leave early and get dinner with their kids or travel on the weekend, of course
that's totally fine. And for us, it's much more about finding people who have a lot of ownership and are
really bought in, less so about the specific hours in the office, even though we found that oftentimes it's
the people that are most bought in, not always, but oftentimes it's the people that are most bought in

and that burn the midnight oil with us.
R EIE:

. BRERF T, RIMRBRIMELFHK, XESZEPBLEFEETRTLKRINTHABRT=ENE
Ro REASKDREHFIRE. ENRMINFERREEBEFIZIR, HEBRERT, BUATRRIN
Ao WEAHKW, EEENZHREBLEERBEASZEIRALFORANA, MARULETEDLAEFT/LD
Nifo REFNAI, BEZBERBANA (BATERE) SMENT—EMITRR.

[00:49:30] Lenny Rachitsky
English:

When you say high standards, is there something you could share that gives us an example of what you
mean there? Because a lot of people think they have high standards and they don't.

RS ERIF:
LRRE] “BfRE” B, BERREENMIFRBE—T? ANRZABUAIRERS, HLTA,

[00:49:37] Brendan Foody
English:

If you are very patient, there's always some trade-off between speed and quality when hiring. And |
remember especially for our first 10 people, we were just so patient and disciplined about finding some of



the best people in the world. Half of them are... Our second employee, Sid, as an example, our second
employee in the US, Sid was previously the head of growth at Scale who joined us when we were a seed
stage company. Daniel who joined us was previously scaled to consumer apps to over 100,000 users and
all sorts of just extraordinary backgrounds of our first 10 hires. And | think that that initial talent density
shaped so much of what the rest of the org looks like as you scale it up.

FROCERIR:

IRIRIFEEMC, BENETRENREZESZENE. HISBHLER I0ZBRT, RINEIFHEKTARA
ZHEFEEEMOEB®R. WM E"SHT Sid, thZFIE Scale FIEKATA, ERITERMHFIEHER
BYRIIANT o &% Daniel, thEREBRLANAYT REET 10 FAF. #HiAA] 10 RRTEHEEENNE=R.
FIAAZMINERIAA ZERTE 7 HRERLY KIIZRBIE.

[00:50:28] Lenny Rachitsky
English:

| know you also have this perspective that people talk about waiting to hire, to hire really slowly, but it's
actually not necessarily the right advice. Talk about that.

FROCERIR:
HABMREEIFE IR AMEREZEREEA, BRESIA—ERERITEN. BIHIXT,

[00:50:39] Brendan Foody
English:

It painful because it's a double-edged sword. On one hand, I'm thrilled that our first 10 people are so
phenomenal and | think that that has paid dividends for the business. But on the other hand, | think that
companies do get to the point where you just need to hire really fast. And there's some things where you
need a lot of people to do them and you need to recognize that there's going to be some variants
associated with hiring, but moving quickly is the priority.

(00:51:07):

And | think that in some ways, we move too slowly with how we scaled out the team. And so the benefit is
that everyone is extraordinary. We have this super high bar and we want to maintain that over time. But |
think the downside is that while the company has grown incredibly quickly, we likely could have grown
even faster if we had moved a little bit more quickly with especially ramping from call, like 10 to 100
people.

AR ERIE:

XRES, BEAXE—IBN)8, —FHE, FAA1 10 BRTNEHEMRIMRE, XAWSHET EANE
Ko BFE—FAE, HUNANRFHEZEE—IMFEREBENMNER. BEEREFEAEBNATF, MBHFIRE
BRPIE LT, ERETHEEEES.

RERLERE, HNET KERMEREERIET. FRESTIABRNISE, HNERSHN MEHBEK
HifRET. BIFAE, BAREIERIRIR, BIRFKNIEEM 10 AT REEI 100 ABFEREHEBIR—R, FKTAIHE
SEREER,

[00:51:37] Lenny Rachitsky



English:

Okay, | was going to ask. So it sounds like the first 10, be very careful, take your time, 10 to 100, maybe
speed up a bit.

FRSCERIE:
%%, IRIEABIE), DAECKAT 10 PAZIEFEE. 12183%, 10 F 100 ARB]LAFEHINE,

[00:51:44] Brendan Foody
English:

Yes, though | wouldn't say it's necessarily 10. It's determined by the point where you know it's really
working. And | know that's still not a bright line, but it's like once you know that there's so much more
demand than you can handle, that's when you want to step on the gas and optimize for speed in a lot of
ways. But | think especially until then, it's important to be patient, be disciplined. Get the best people is
always important, but speed becomes more important once you find the market opportunity, the market
vacuum.

RS ERIF:
20, BAT—ER 10 XM F, XEURTIRMTARREIRWVSEMNIRET . RAEXSEHEmRNFR, B

—BRRIBRIZBIRHILIERES, BB M) ERELEMAERENINRT , BEPZHEY, RIFHHO
MERIFEER BIRFNVAKZEE, E—BERRIUTHIHNEMNTTTEH, REMERFEMEE.

[00:52:20] Lenny Rachitsky
English:

| know you've started a couple companies in the past, much smaller scale. In this new role as CEO of this
massive hyper growth company, what surprised you most about where you spend the time most or just
what the role involves? Because a lot of people want to start companies dream about being in your shoes.
What are they maybe not understanding about where a lot of your time goes?

FRCERIR:
HABEMRIE DI LRARB NN AT, (FAXRRAMRESHIE K AT CEO, ENBEIENABIRTES

H, RILFRERIBEIIMNIZRHA? RARZAEEN, BERELERNME, MI1RI8ER T BRIRAIAZE 5 BT E1ER
ETHE?

[00:52:42] Brendan Foody
English:

Yeah, it's actually not too surprising. The top two buckets are always working on hiring and time with
customers of how do | really deeply understand what customers need and how we can support them?
And then how do | build the team and a lot of the processes around that? Of course, there's all of the ad
hoc things | didn't expect of dealing with the people questions of how do we set up our levels and our
comp bands and all of that, which you learn as you scale a business. But | think the core places that |
spend my time are in line with what | expected as well as what | love doing, which is very fortunate.

AR ERIE:



HIEHFKREIN RIZONRRKIZZIBEN S5 P /W8 — RN T R P FR U A TN #:5 ]2
AREINAEIEAURABXRBAIE. S, BAERSERZINIDIE, LB AFRZ. & ERRMF
FEEE, XERREMRMIERZEIN. EFIANKEHBOZOTHSHTTHE -, HEHAZMH
B, XFE=ID

[00:53:27] Lenny Rachitsky
English:

So these two companies you've started in the past, maybe share what they work because they're fun, and
then how do they help you be successful in this? What's something that they taught you that helped you

in your current role?

FRCERIR:

REECIDEIBRR AT, BEFEDE—TEMAARN? EEEHN. SN AHEDREIRENRIU RSN
hEY? e T IR A AR BRI RA?

[00:53:38] Brendan Foody
English:

Yeah, so there's been like a dozen, but I'll choose my favorite two. So when | was in eighth grade, | started
Donut Dynasty where | saw that Safeway Donuts were selling for $5 a dozen, and | was amazed because |
felt like as an eighth grader, this was such an incredible deal. And | started to bike down to Safeway, buy
Safeway Donuts for $5 a dozen, and then go back to my middle school and then sell them for $2 each,
running really good margins of course. It sold out super quickly. And so then | need to scale up. So | would
pay my mom $20 to drive me in her minivan down to Safeway, buy 10 dozen donuts, go to my middle
school, sell them all out.

(00:54:19):

And then the school tried to shut me down because | was selling food on school campus, which they
didn't like. So they had me in the principal's office asking me to not do that. And then | moved my donut
stand over 50 feet, so it was off school campus, saying that they could no longer police me. | remember
we had competitors pop up where the competitors were charging. They bought these Chuck's Donuts,
which if anyone in the Bay Area knows, are higher end donuts than Safeway Donuts, but they have a
higher cost basis. They cost a dollar per. And so | dropped my prices to $1 for two weeks to run them out
of business before | knew what anti-competitive practices were. And I'd hire all my friends, paying my
friends in donuts because they perceived the donuts as $2 each where they could sell them throughout
the school and | could have a lower cost basis on them.

(00:55:12):

So | had all of these fun experiences in selling donuts, and then | could talk more about my high school
business as well, which was a more significant scale. But | think the takeaway from that was just like you
can just do things. So many people have ideas, but the barrier to more companies being built, | think, is
just initiative and taking the steps to build the product or experience that customers want and investing
the time and the ambition to scale that up. And so | think it was really getting reps of that that enabled
me to realize that | should do it later on at a much larger scale.

FROCERIR:



HIEHMIAE+/LIIE, BERERIRENRN. /\FREH, ReIHT “HHEZEF™ (Donut Dynasty). K
&3 Safeway EBHRVEHIHE —T4 £ 5 7T, (FA—1N/\FRZFE, REGXEEANET. TERBEE
Safeway E—4], EIFRENE 2%, FHFEFE. RRESEAT, FAURFEY AR, HAE3E 20
xE7T, A EEEFEHKE Safeway £ 10 THEHE, ARBEFREN,

ERFRENGE, AAMIIFEREREEEZRM. FRUERKDRE, LHINTFTT. FERIERAIMFT
T 50 ®R, WATRIN, FFENREEFERT. RIEBEANHRATRESHF, WIILHZ Chuck's
Donuts (EXBIARIE, Xtb Safeway BIE4R) , EMAES, 81E 1%, TREKRICNBEE 1R7TET
ME, EREFIRIHAR “REFTHN ZAMBMIFETHE. RERTHA, BHEHBSWITLT
&R, FNEMIIERHEHEE 2 =T, tITUEFRESE, MKBIKREER.

XESHHBNZHREE, REPHEBIMRERNILS, EREFTERANYIRE: MENAL “BEE
" o REABHERE, BARESAFARUNESAELERZEME, REBEHEFmBERNE—T,
WRBERANFRENFOET AME, ERXERHIREKILETIRE, RUBNZEERNIE EBH—X,

[00:55:51] Lenny Rachitsky

English:

Amazing story. | love how wholesome that is versus drugs, selling donuts.
HRCEIE:

KiET, XWEERER, T=EXY, SHHHE.

[00:55:56] Brendan Foody
English:

Then my mom was very worried. She was like, "Oh, is there any pot of these donuts?" | was like, "No,
mom, | assure you these are pure donuts."

FRCERIR:
HESFEERED, PR XEMHEHERMARMIE? 7 i 9%, 18, RFRIEXZLIERNEHTHEL."

[00:56:05] Lenny Rachitsky
English:

I love that you paid your mom $20 to drive.
R EE:

BREVIRILIRG 20 EUFEEX M,

[00:56:07] Brendan Foody
English:

Yeah. She was adamant it couldn't be a handout that she was taking her time to drive me, so she needed
to make a little bit of money off of it. We haggled over her title where eventually she wanted to be head of
global operations, which we found very entertaining.

FRCERIR:



B, WERFPANXTERRS, WENBAETR, FIUMERR%R. FITERMBEIKENTNEN, KEH

By “KEEHRAN , HNESXIFEEER.

[00:56:22] Lenny Rachitsky
English:

| hope that's on her LinkedIn.

R EE:

BHEEXEEMA Linkedin L,

[00:56:24] Brendan Foody
English:

Not yet. Maybe she'll have to add it.
FRsCERF:

g, WIFEmLEx.

[00:56:27] Lenny Rachitsky

English:

So you said that you've started a dozen companies?
R EE:

FRLURBREI T + LA ED?

[00:56:29] Brendan Foody
English:

Yeah.

FEiE:

=8

[00:56:29] Lenny Rachitsky
English:

Wow. Okay.

FRCERIR:

E, YFRE,

[00:56:30] Brendan Foody



English:

Well, a dozen projects, but | think it was that, and then my AWS company were the two that | scaled up.
FREiE:

HERRE TR, BHEHBIEMGERN AWS HXABRHREEMAIRIIR .

[00:56:39] Lenny Rachitsky

English:

What's the story behind Mercor as the name?
R EiE:

Mercor RN EFHEEAHAKRED?

[00:56:42] Brendan Foody
English:

Mercor means marketplace in Latin or to buy, sell, trade. And we want to build the largest marketplace in
the world, the marketplace for how everyone finds jobs, and that was really the draw to it.

FROCERIR:

Mercor BRI TIERRN “Hi7” , HE LR, RF" . HMERBIEREANTE, —MLE D AZEERE
TEN™E, XMBXTEFRSIBEMNNERE,

[00:56:55] Lenny Rachitsky
English:

Okay, maybe a last question. This is going back to earlier in discussion because it's something I've been
thinking about as we're talking. There's been this shift from data as the fuel for models, and now it's
experts. Do you think there's a next step, or is this just will take us to AGI, superintelligence?

EiE:

¥, BRE—NEE. EEIFEMNZARNE, RARENRE—EERE, REBHNMNHEEN “BRKIE
BmE7T “BR" o (RARNEET—FIE? RRRXMZEEFHNER AGI MIBRERE?

[00:57:15] Brendan Foody
English:

| don't think it's necessarily changing from data to experts. It's more just the paradigm of realizing that
labs need this close collaboration with experts to help understand what are the evals that they're
building and how can they push the frontier. But | think it's very clear that evals are evergreen, that so
long as we want to improve models, we'll need experts to create evals for them and to create the post-
training data for them to learn those capabilities. And of course there might be changes in the exact way
that people do training with RL or otherwise, but they will always need an eval to measure what does

success look like across every domain that they want to build.



FRZERIE:

BPUNZ—ER “MEEERAETR" . EZE—MEXANEE, ILRETIRIFESETXERSIE, RE
RN EEMZAVTENARAE, URIIAIRKEDE, BFIANFERBRHN—RE, TIRKEN. RER(TEN
HIER, FNMEFELTIRACIIIBRITN, HIZRBEINFHELENFIXER, SR, BUFEISHEM
NEHNAEGFSARSE, EMIKEFE—MNEIRERGEES T BRMET I 2 AaEF8.

[00:58:01] Lenny Rachitsky
English:

Okay. So then building on that, a question that comes up a lot these days is, and | know we're talking
about fun stuff but I'm getting to serious stuff again, scaling laws and just progression of model
intelligence. A lot of people are feeling like, "I don't know, it's slowing down. We're not going to really get
to superintelligence at this rate." What is your sense?

FRCERIR:

%o MATELEM L, REEERIRIN—NIER (FEMERKNENEBNE, ERXEH™HREET):
ZEHCEN (Scaling Laws) FIRRIEEERIHE, REARRF: “BAME, #REFERIET, WX MEREH
TERIERRBRERE.” REVEDINE?

[00:58:21] Brendan Foody
English:

| totally agree with that. | know there's been some executives to big labs that say we'll have
superintelligence in three years, but | think the truth is that it's a longer road. And that's not to diminish
from how extraordinary the models are. | think we'll be able to automate a majority of knowledge work
tasks in the next 10 years for sure, but that long road is paved with all of the evals that help to make those
capabilities possible. And it's not going to be 10X more pre-training data that gets those capabilities. It's
much more going to be all of the post-training data sets that are far more data-efficient and thoughtful
that help us get there.

AR ERIE:

AR, HNEAEALRENSER=ZFAMIBEREMRE, EFINNELE, XB—FEERKNEK.
EHABERMERENZL. FABERK 10 FRAKNEEEBIUASOMIRETIEES, EXFKEE
FFFE BN SSILX L RE DAVITNSHRAY. RIGXLERENENTRE 10 FHTIIGLEIE, MEZSEPBLEBIERE
Fe. ERBRENGEIIGEIES.

[00:59:05] Lenny Rachitsky
English:

David Sachs tweeted this interesting point that the situation we're now is almost the best case scenario
where Al is not in this fast takeoff to superintelligence. There's a lot of competitors keeping each other in
check. Models are already very valuable and only getting valuable, more valuable, but there's not just this

winner superintelligence taking over the world situation.
R EE:

David Sachs £ —HBBHIHES, HHMNMEMETLFERRFNVBR: AREREL CERENBRE
fE. ARZREXNFEEMAGE. BECKIFERNE, MEUKEENE, BHEHIRR “REBIZH



BRERIUATE R FE.

[00:59:26] Brendan Foody
English:

Yeah, | think that's true. | think a lot of the super intelligence fearmongering is probably overrated, but at
the same time a lot of people's framing around that is even if there is a 5 to 10% chance of this P-Doom,
then we should be careful, which seems logical. But I think that it's going to be an extraordinary 10 years
for all of Silicon Valley and all of the world as this technology is able to create abundance and giving
everyone better medical treatment, the best access to legal recommendations, and the ability to build
great products more than we've ever seen before.

FRCERIR:

BH, BXAINN, HRFREXTEREERNERALKSKAT, EENRZSANEERE: BERE 5%
21 10% B “SRAHEER" (P-Doom), FITBRZ/ID, XIFEREESHEE. BRI, WTFEANMEHFRFK
W, KK 10 FRBIENL, RAXTEAERBLEFRE, IS TARHEFNET. RIMRIERRI, UK
RIFRARB B HA mEYEES .

[01:00:06] Lenny Rachitsky
English:

And education feels like is transforming.
R EiE:

HETEMFEERETE,

[01:00:08] Brendan Foody
English:

Absolutely, right. | even have felt bits of this over the last 10 years where | remember ever... My parents
would give me a hard time for not going to classes in college and I'd be like, well, there's way better
lectures on YouTube. Why not just listen there? But | can only imagine as the models get extremely good
at conveying information, better than the best professor, what that'll mean and access to all sorts of
information to better forward humanity and upskill everyone.

RS ERIE:

BT, BE 10 FRELRRI TR —R. HIETERLAZNFEAEZLR, RBEEALFER, HER:
“YouTube EEEFHIHEE, NFARERIFE? ” BRAUESR, MEEETH/IRAEBREEER (BEL
RIFIVEUIRIAYY) , BBRBHREN A —RRESMESREDALHDT HREA S D ARREE.

[01:00:41] Lenny Rachitsky
English:

So I'll use that as a segue to a final question. I'm going to take us to Al Corner, which is a recurring

segment on the podcast. What's some way that you personally use Al to do better work to help you in life?

RSz ERIE:



BERULL AT, RRE—NER. #HANRNB “AlFE5E” (Al Corner) 1, XEREN—TEERR.
R ANBURIGER Al SRERF TAERUR A BN £ 7ERY?

[01:00:52] Brendan Foody
English:

Well, let's see. | use it a lot to write documents, as you would expect. | also talk to get advice on problems.
| find it helpful to just reason through almost as a thought partner because, yeah, | don't know. | find |
think better sometimes when I'm talking something through, but I can't talk through everything with

colleagues or people around me.
FRERIE:

IR, [EAfRIAE), REERATEXHE, F@BIERREXTRENEN. RLIMBESEE R
EH” KIEFERIFEEHR. AANERERRTLHRLOENEEFTERE, BERTEIERESFETZEERR
FERHFILHAITIL.

[01:01:15] Lenny Rachitsky

English:

And so this is like ChatGPT Voice Mode mostly or something else.
FREiE:

FRLUX EEEH ChatGPT BNiEE1EIL (Voice Mode) M3? i&Z23IRY?

[01:01:16] Brendan Foody

English:

Yeah, | like ChatGPT Voice Mode a lot. There's stuff-
R EiE:

249, RIFLBER ChatGPT MIESHRN, BRAEE

[01:01:16] Lenny Rachitsky
English:

Me too.

A ERiE:

Hb=,

[01:01:21] Brendan Foody
English:
... or room for improvement, but | am very excited about the future of Voice.

AR ERIE:



------ wAEBAETE, BERIESHRKRIIFENHE.

[01:01:25] Lenny Rachitsky
English:

Let me show you something | built, actually. I wasn't planning to talk about this, but there's this guy, Eric
Antonow, who's been recommended by a lot of people to get him on this podcast. He's this creative
product person that's under the radar now. He's at Facebook for a long time. He built this project called
Pirate GPT, which is you basically put ChatGPT into a stuffed animal to talk to it. So built a little wise owl. |

don't have it on right now.
R EIE:

HGRENRMBARAE, RAEFCLITEIXT, BB Eric Antonow BIA, REABEFFIBM LBEE, b
ETMEEREN~RA, WELLBRIRE, B7E Facebook fFT1RA. T — 1P Pirate GPT BIH, EZ&
LRI ChatGPT A EHITARREWR. FAUFKMT — “G2NVEXLE" , RMTLIBETH.

[01:01:25] Brendan Foody
English:

Wow.

FREiE:

=+
l:I:I: o

[01:01:49] Lenny Rachitsky
English:

But basically you sew in a little speaker right here and you put a little magnet underneath and you can
put it on your shoulder and then you just talk to it.

FRCERIR:
BEX ERMEEXBE—M\gERE, TERMEK, (REIUIBERERE L, ARERREHIE.

[01:01:57] Brendan Foody
English:

That's so cute. Wow. | love it. I'll have to get one of those. Because | have some of the voice assistants in
my apartment, but | really want a ChatGPT voice assistant, so I'm excited for-

AR ERIE:

ATET. &, BABUT. ROEF—1 BABRE—LESHT, BRANEFBEE— ChatGPT BEH
F, FIABREE

[01:02:07] Lenny Rachitsky

English:



| was just thinking that. Yeah, just come on. Why can't we have a ChatGPT voice just sitting around
listening to us all the time. And you can't on your phone because it goes to sleep and it's like, "Hello,
what?"

FhSCERIE:

BRIA TR, B, AHTARKITTEE—1 ChatGPT iBEEBF—EFEZUAEKITRIER? FNFT, BN
ESHNKE, ARIRERH “MR? 7

[01:02:17] Brendan Foody
English:

Exactly. Yeah.

HRCERIE:

R Ho

[01:02:18] Lenny Rachitsky
English:

Yeah, so it's what this is trying to be. Well, there's a kickstarter he started that we'll link to that. You could
help out.

FRCERIR:
EH, XMBXNNREEEMAINEE. thAE T —1 Kickstarter &%, IS EHEE, RE]UZHF—TS

[01:02:22] Brendan Foody
English:

There we go.

R EE:

KIF 7o

[01:02:23] Lenny Rachitsky
English:

That's really easy.

(01:02:25):

Brendan, is there anything else that you wanted to share or touch on or maybe leave listeners with before

we get to a very exciting lighting round?
R EIE:
XREZo

Brendan, TEHNHEIACKINBIEREZR, MEEHFABOSE. HRIVTHEBLITRAIED?



[01:02:32] Brendan Foody
English:

Tying to the point around initiative and that you can just do things, | encourage everyone, especially with
Al and it being so much easier to build, just take the initiative to go out and build products and talk with
customers and take that leap of faith because I think that that is in so many ways, the largest barrier to
more innovation, the economy in any way that we can support that.

FRZERIE:

EEIXTF “FEmpE” M REREZEHMT OB—=, KERHESIA, TERAEET A, HERAXRES
B2, BEBEWES M. 5FPRYR, BEMEER—F. RARINANERSHE, RZ1ToRMARE
PE SRR, HMMIZRDSIFIMITE .

[01:02:58] Lenny Rachitsky
English:

Yeah. There's so many people that just, let's not bash the podcast, but just listen to podcasts, read posts,
just keep reading and listening and don't do anything with that information. And there's never been an
easier time to actually build stuff and try stuff.

AR ERIE:

0. BRZA (FRERMREER) RZBFEE. EXE, TEHIZMA, MANXERESRMEMITE. M
IERSEEN £ LMENZEHRARE Z IR,

[01:03:12] Brendan Foody
English:

Totally.

FCERE:

TefE.

[01:03:12] Lenny Rachitsky
English:

So definitely take that advice. Just you can do things. You can move your donut stand 50 feet and get out
of their jurisdiction.

RSz ERIE:
FrA—EEIR X NEIN, (REMEUMRIESSE, (Re] UDEHEBM AT 50 =R, BiHMiInERsE,

[01:03:21] Brendan Foody
English:
Yeah.

FRCERIR:



[01:03:21] Lenny Rachitsky
English:

Okay, Brendan, with that, we've reached a very exciting lightning round. I've got five questions for you.
Are you ready?

FROCERIR:
477, Brendan, #ETRHANHIAOKNBIRERE, HERNEE, HEEHFTIE?

[01:03:26] Brendan Foody
English:

All set.

FREiE:

BEFT .

[01:03:27] Lenny Rachitsky

English:

What are two or three books that you find yourself recommending most to other people?
R EE:

REBEEIABENR=ABEMA?

[01:03:31] Brendan Foody
English:

Let's see. | would say in order, High Output Management is a phenomenal book on running companies.
Second is Zero to One, which of course is a classic. And then third is Shoe Dog, where | just find it to be a

really inspirational story.
R EIE:

IEFAEAE, BINFERR: F—F2 (SFFHERE) (High Output Management) , XFRBIBEBEMNANIE, £
A2 (MOZEI1) (ZerotoOne), HYREBEHM, F=KZ (EX) (ShoeDog), EWUEIE—NEERENK
%,

[01:03:46] Lenny Rachitsky

English:

What is a recent movie or TV show you really enjoyed?
HRCERIE:

BB AMIFE SRR BRI EMRING?



[01:03:49] Brendan Foody
English:

| really liked Oppenheimer. My favorite TV show of all time is Suits, so | know not recent, but if | had to
choose a recent one, probably Oppenheimer.

AR ERIE:

HRER (BRI RRERWVEBMARIZE (FERIM) (Suits), BARERIEN, WMRIFELE—RIEH,
B (R2EED.

[01:03:58] Lenny Rachitsky
English:

Very cool. Suits, first time someone's mentioned that. Favorite product you recently discovered that you
really love?

FROCENIR:
o (EZERIM), EREB—RBEARE. REAMHN. RIFEERBIENm?

[01:04:05] Brendan Foody
English:

| love using Codex, like the new version. | know it's sort of new in terms of version. Yeah, | think it's
incredible and just a huge, huge improvement. So yeah.

AR ERIE:
HKEWMA Codex, FLRHThRA. FENERA _EBELLRHN, RRETCIEEFRTERYN, B— 1 EAN#HST,

[01:04:19] Lenny Rachitsky
English:

Do you have a life motto that you find yourself coming back to, sharing with folks, finding useful in work

orin life?
FRZERIE:
REFTAANEREE? BMRaRERE. RZEHIIA, HUBEIEREETPRERN?

[01:04:25] Brendan Foody

English:

I think it's you can just do stuff, what we were talking about earlier. Take the leap of faith.
R EiE:

BUER/ME “REEREMMT , MEXNZHWN. BEEEE—%,



[01:04:31] Lenny Rachitsky
English:
I thought you were going to say can do, which is in your Twitter profile.

FRCERIR:
BUAMFREE “NEERK” (Cando), BRZEMR Twitter &M ER,

[01:04:34] Brendan Foody
English:
Can do as well, yeah.
HRCERIE:
‘NEEAR HBE, &k

[01:04:36] Lenny Rachitsky
English:

Two great ones. Final question. So we were chatting before this about things that we could talk about and
you shared this interesting thing that you haven't shared anywhere else, which is that you're dyslexic.
Why don't you share that with folks? And just how do you get around that having built the fastest-growing
company in history?

FROCENIR:

AP ERIE, RE— M. HIZAIIIE A LOKERIER, (ROZET —TIMREFIMBINE: (REFRIRE
13 (Dyslexic)o NHFARBAKDE—TE? FRILTHE LERKERNABNEN, FEMOAREKRX—R
A9?

[01:04:55] Brendan Foody
English:

| don't hide it at all. | think a lot of my colleagues know. And | think on one hand it definitely makes it
difficult to go through 1,000 emails a day or read every document that I'm supposed to, but on the other
hand, | feel like it helps me to think a little bit differently, to be more creative, and perhaps see that
markets are changing that not everyone sees. And so it's turned out okay so far. And so | think one thing
it's helped me realize from a management standpoint is that we focus much more on how we can
leverage people's strengths rather than helping to improve weaknesses, because there's some things that
I'm not great at and I'll never be the best in the world at, and there's others that | can hopefully refine and
strive to be.

FROCENIR:

B—RUARE, REAFEHME, —HEH, XHLILFRESRLIE 1,000 HERHELF A ZIRAIIE;
BE—rm, REBEENBRUFANAARE, UHREFLE, SFEEIULHEINIANIRREINTHE
o EIBRINL, EREFE. NEEAEXRE, XERTIRE: RN ZESMXTMNALEANKL,
MAREWMNER. AAFEZBEHBILFER, KEHEAEMMRINLR, EEEFBRHAUNTEHRHZHEHE

&=ifo



[01:05:46] Lenny Rachitsky
English:

That's such a also recurring theme on this podcast of just focusing on strengths and not focusing over all

your focus on weaknesses.
(01:05:53):

Brendan, this was incredible. | learned so much. | have a billion more questions, but you got shit to do.
Two final questions. What should people know about what you're doing and roles you're hiring for? And

then how can listeners be useful to you?
R EIE:
XUEARBELEEHINER: TEFKL, MAZERERNEEERER L.

Brendan, XXX T, HFETRSZ, REBLXENRERR, EMREEESEIL. &KEMNEE: XFIR
MEEMBEURIERRENRA, KERMZTBAA? RR]UOEZFEEIR?

[01:06:06] Brendan Foody
English:

Absolutely. We're hiring a ton across the board on our team. We're hiring strategic project leads on our
operations team, software engineers in our engineering team, as well as researchers. And so please go to
mercor.com and we would love to work with you, and that's the largest way that you can help us. Share it
with your friends as well. Over half of people in our marketplace come from referrals because we have a
platform of people that love us. And so any jobs that you want to apply to or send your friends to, we
would love to have you.

FRCERIR:

LR HMNFNERLEAEEE, RINEETERCERAMNSBEIBAEA. TIZF B T2 )M LA
FRABL. ¥E1AIE mercor.com, FIFEHFSIRASE, XRWNRNTERANER, HIEDZLIRMAR. FilhH
HPES—FNASKBEEE, BARNOFERE—HAZENNA. TEMERECHBELREFRR,
FAVERIE I,

[01:06:37] Lenny Rachitsky

English:

Brendan, thank you so much for joining me.
R EE:

Brendan, IFERHRSMBIEITIE,

[01:06:39] Brendan Foody
English:
Thank you for having me.

FROCENIR:



HHSRETE IS

[01:06:41] Lenny Rachitsky
English:

Bye, everyone.

(01:06:43):

Thank you so much for listening. If you found this valuable, you can subscribe to the show on Apple
Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a rating or leaving a review
as that really helps other listeners find the podcast. You can find all past episodes or learn more about the
show at lennyspodcast.com. See you in the next episode.

FRSCERIF:
KRB

BRI, INRIRTEFRBEMNE, "ILITE Apple Podcasts. Spotify IREIRBIBE N AT, L4,
WEERABITTDHE TITIL, Xtk AMEBEEMIFRLIMXMER . {RAILITE lennyspodcast.com #xEFR
BRAEETNEETHRESZER. THHAL.



