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[00:00:00] Chip Huyen
English:

A question that get asked a lot and a lot is, "How do we keep up to date with the latest Al news?" Why do
you need to keep up to date with the latest Al news? If you talk to the users who understand what they
want or they don't want, look into the feedback, then you can actually improve the application way, way,
way more.

AR ERIE:

HEBWRAE—NEE: A NZNARREHMNE AIFE? 7 B8R, MATAFERREHL AIFE? 0
RIFEMARR, THRMINNVERNER, RANARKRE, MNNANSERRERS X ETHEEFES

D

[00:00:15] Lenny Rachitsky
English:

A lot of companies are building Al products. A lot of companies are not having a good time building Al
products.
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[00:00:19] Chip Huyen

English:

We are in an ideal crisis. Now, we have all this really cool tools to do everything from scratch and have
new design. It can have you write code. You can have new website. So in theory, we should see a lot more,
but at the same time, people are somehow stuck. They don't know what to build.
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[00:00:33] Lenny Rachitsky
English:

All this Al hype, the data is actually showing most companies try it, doesn't do a lot. They stop. What do
you think is the gap here?
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[00:00:38] Chip Huyen
English:

It's really hard to measure productivity. So, | do ask people to ask their managers, "Would you rather give
everyone on the team very expensive coding agent subscriptions or you get an extra head count?" Almost
every one, the managers will say head count. But if you ask VP level or someone who manage a lot of
teams, they would say, "Want Al assistant." Because as managers, you are still growing, so for you having
one HR head count is big. Whereas for executives, maybe you have more business metrics that you care
about. So you actually think about what actually drive productivity metrics for you.
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[00:01:11] Lenny Rachitsky
English:

Today, my guest is Chip Huyen. Unlike a lot of people who share insights into building great Al products
and where things are heading, Chip has built multiple successful Al products, platforms, tools. Chip was a
core developer on NVIDIA's NeMo platform, an Al researcher at Netflix. She taught machine learning at
Stanford. She's also a two-time founder and the author of two of the most popular books in the world of
Al, including her most recent book called Al Engineering, which has been the most read book on the
O'Reilly platform since its launch.
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[00:01:41] Lenny Rachitsky
English:

She's also gotten to work with a lot of enterprises on their Al strategies, and so she gets to see what's
actually happening on the ground inside a lot of different companies. In our conversation, Chip explains a
lot of the basics like, what exactly does pre-training and post-training look like? What is RAG? What is
reinforcement learning? What is RLHF? We also get into everything she's learned about how to build great
Al products, including what people think it takes and what it actually takes.
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[00:04:40] Lenny Rachitsky
English:

| want to start with this table/chart that you shared on LinkedIn a while ago that went super viral... It's
this very simple table you shared of what people think will improve Al apps and what actually improves Al
apps. What people think will improve Al apps: staying up to date with the latest Al news, adopting the
newest agentic framework, agonizing about what vector databases to use, constantly evaluating what
model is smarter, fine-tuning a model. And then you have what actually improves Al apps: talking to
users, building more reliable platforms, preparing better data, optimizing end-to-end workflows, writing

better prompts. Why do you think this hit such a nerve with people?
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[00:05:30] Chip Huyen
English:

A question that get asked a lot and a lot is that, "How do we keep up to date with the latest Al news?" I'm
like, "Why? Why do you need to keep up to date with the latest Al news?" | know it sound very counter-
intuitive, but there's just so much news out there... | think it's a question you should ask them is like,
"First, how much of the improvement could you get from optimal solutions versus non-optimal
solutions?" Right? And sometimes they were like, "Actually, it's not much."
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[00:07:34] Chip Huyen
English:

So | think it's like one is, supervised fine-tuning when you have demonstration data, and you have a
bunch of experts, "Okay, here's a prompt, and here is what the answer should be like." You just train it to
emulate what the human expert could be like. That's also what a lot of people would like, so open-source
models are doing as they do it by distillation. So instead of having human experts to write really great
answers to prompts, they get very popular, famous good models to generate a response to it and getting

this train smaller models to emulate.
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[00:09:35] Chip Huyen
English:

So, | think of language modeling as a way of encoding statistical information about language, right? So,
let's say that we both speak English, so we get a sense of what is more statistically likely. If | say my
favorite color is, then you would say, "Okay, that should be another color." The word blue would be much
more likely to appear than the word like [inaudible], right? Because statistically, blue is more likely to
[follow] my favorite color is. So, it's a way of encoding statistical information.
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[00:14:06] Chip Huyen
English:

So the vast majority of time, we don't touch on pre-training model. As users, we don't use it at all... It's
very interesting to look at how much of post-training can change the model behavior and | think that's
where a lot of time, is a lot of people are spending energy on nowadays, their frontier lab, is on post-
training. Because pre-training... needs a lot of data and model size to increase the model capabilities. And
at some point, we are actually have kind of maxed out on the internet data.
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[00:15:57] Chip Huyen



English:

So the idea is that once you... have a model, give the model a prompt and it produce an output. You want
to reinforce, encourage the model to produce an output that is better. So now it comes to how do we
know that the answer is good or bad? So usually, people relies on signals. One way to get a first one good
or bad is human feedback... As humans, we tend to, it's very hard to give a concrete score, but it's easier
to do comparisons.
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