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This is the complete bilingual (English-Chinese) transcript for Lenny's Podcast featuring Edwin Chen,
founder and CEO of Surge Al.

[00:00:00] Lenny Rachitsky
English:

You guys hit a billion in revenue in less than four years with around 60 to 70 people. You're completely

bootstrapped, haven't raised any VC money. | don't believe anyone has ever done this before.
FRERIE:

FATER EEMNREIE, RE 0% 70 AMELUT 0ZETHER. RINTL2EBEEES
(bootstrapped) , HEEIEANLIRE. HAHEEUTEAMITX—=.

[00:00:10] Edwin Chen
English:

We basically never wanted to play the Silicon Valley game. | always thought it was ridiculous. | used to
work at a bunch of the big tech companies and | always felt that we could fire 90% of the people and we
would move faster because the best people wouldn't have all these distractions. So when we start Surge,
we wanted to build it completely differently with a super small, super elite team.

RS ERIE:

HNBER EMNARITESHAE RN, H—ERSPERB. HEFE/LRABKABIEL, SREHATU
#;IE 90% KIA, MEARERMEER, RARAFHATMASIBXEBETI. FRUHT(LI7 Surge B,
HNEBA—TTeFENARNREE, ITE—RIR. RERFRBER.

[00:00:26] Lenny Rachitsky

English:

You guys are by far the most successful data company out there.
FRCEIE:

RINEERT 2 B AT EAINBY Al BUEAF]

[00:00:29] Edwin Chen
English:



We essentially teach Al models what's good and what's bad. People don't understand what quality even
means in this space. They think you could just throw bodies at a problem and get good data, that's
completely wrong.

AR ERIE:

BNERERERARBEFHAREFR, TARKH. AMIAFEREXNMUE “TE” FREWREF4. i)
IWNRBHH—NEEEAK (NBHAR) FEERTITEE, Xe22HERN.

[00:00:40] Lenny Rachitsky

English:

To a regular person, it doesn't feel like these models are getting that much smarter constantly.
FEiE:

MNFEBAKR, HAAEREXERUERETSERRS,

[00:00:43] Edwin Chen
English:

Over the past year, I've realized that the values that the companies have will shape the model. | was
asking Claude to help me drop an email the other day. And after 30 minutes, yeah, | think it really crafted
me the perfect email and | sent it. But then | realized that | spent 30 minutes doing something that didn't
matter at all. If you could choose the perfect model behavior, which model would you want? Do you want
a model that says, "You're absolutely right. There are definitely 20 more ways to improve this email," and
it continues for 50 more iterations or do you want a model that's optimizing for your time and

productivity and just says, "No. You need to stop. Your email's great. Just send it and move on"?
FZERiE:

AIEN—FE, HRERIQFINENZEERE, Fi/lRIiL Claude BIREE MR, 30 DH/E, &
Y, BB EHIARTHT —Hexslf e, ARJIELKTHE. ERERFIRE, HET 30 DHHT —HR
FAEENFR. NRMALIERTENRETH, MEERMHEE? FBE—PSWRE “RE2EH, 5
LA 20 75 7AR] LICKEHX EERME” HAESUAN 50 RWRE, ERBE—MNRTENE. RENEK, iR
WA, RRETT, MBBGSERT, BERALEARHAINE" FRE?

[00:01:14] Lenny Rachitsky

English:

You have this hot take that a lot of these labs are pushing AGI in the wrong direction.
FRZERiE:

FE—TREANNE, AN ESLEEFFIEBEBAATLERE (AG) #HRAEIRMAE.

[00:01:18] Edwin Chen

English:



I'm worried that instead of building Al that will actually advance us as a species, curing cancer, solving
poverty, understand the universe, we are optimizing for Al slop instead. But we're optimizing your models
for the types of people who buy tabloids at a grocery store. We're basically teaching our models to chase
dopamine instead of truth.

FRCERIR:

HEORN B ENREEREMARYFHD . GRRE. FRARE. ERFHNA, MEEMNK “Al Lk
RAE" (Alslop)o FATEEFMABLIEEH R/ \EMIMREIABRMARE, RIER LREHFRNHER LB
XZBRE, MAEEE.

[00:01:35] Lenny Rachitsky
English:

Today, my guest is Edwin Chan, founder and CEO of Surge Al. Edwin is an extraordinary CEO and Surge is
an extraordinary company. They're the leading Al data company, powering training at every frontier Al
lab. They're also the fastest company to ever hit $1 billion in revenue in just four years after launch with
fewer than 100 people and also completely bootstrapped. They've never raised a dollar in VC money,
they've also been profitable from day one.

AR ERIE:

SK, BRIWEER Surge Al B98J#4 A3 CEO Edwin Chen, Edwin @—fiI3EA.89 CEO, Surge thE@—KRIEAH
NE, MBS A EIBEAT, AE— A Al SEREMIIGIRHEDI /. IR EELURKIHAE 1012
ETERNATE, ERILNOAFEEMENTX—ER, BAMABERE 100 A, METERBERE, MiIME
EX—SEONEKRE, MEMNE—RERIZI T BH,

[00:02:05] Lenny Rachitsky
English:

As you'll hear in this conversation, Edwin has a very different take on how to build an important company,
and how to build Al that is truly good and useful to humanity. | absolutely love this conversation and |
learned a ton. I'm really excited for you to hear it. If you enjoy this podcast, don't forget to subscribe and
follow it in your favorite podcasting app or YouTube. It helps tremendously.

AR ERIE:

EYNRFEORIIERRIFEIRY, Edwin WFEELI—KEENATE, UNRMANEREENAXEmBERN
Al, BEIFERFNNER, RIFFENXRNIE, BFHTREARAE, RIFFHFRNERZIE. NRMEER
XMEE, ST ERTEBRNBENAZK YouTube EITEFXE, XWHNTHEEEK,

[00:02:27] Lenny Rachitsky
English:

And if you become an annual subscriber of my newsletter, you get a ton of incredible products for free for
an entire year, including Devin, Lovable, Replit, Bolt, N8N, Linear, Superhuman, Descript, Wispr Flow,
Gamma, Perplexity, Warp, Granola, Magic Patterns, Raycast, ChatPRD, Mobbin, PostHog, and Stripe Atlas.
Head on over to lennysnewsletter.com and click Product Pass. With that, | bring you Edwin Chen after a
short word from our sponsors.

FROCERIR:



MRMMEAAKNEBANFEEITHE, MREERERE—BEFN—RTAFTENN™m, B8¥E Devin, Lovable,
Replit, Bolt, N8N, Linear, Superhuman, Descript, Wispr Flow, Gamma, Perplexity, Warp, Granola, Magic
Patterns, Raycast, ChatPRD, Mobbin, PostHog #1 Stripe Atlas. 151/ 8 lennysnewsletter.com # = i
Product Pass, EMERBIENERENARE, BRAMRHR Edwin Chen,

[00:02:53] Lenny Rachitsky
English:

My podcast guests tonight love talking about craft, and taste, and agency, and product market fit. You
know what we don't love talking about? SOC 2. That's where Vanta comes in. Vanta helps companies of
all sizes get compliant fast and stay that way with industry-leading Al, automation, and continuous
monitoring. Whether you're a startup tackling your first SOC 2 or ISO 27001 or an enterprise managing
vendor risk, Vanta's trust management platform makes it quicker, easier, and more scalable. Vanta also
helps you complete security questionnaires up to five times faster so that you can win bigger deals

sooner.
FRSCERIE:
SHENBEZEEMRICTIE. @k, MM~ RTEREE, MAMERIIFZWKILHAE? SOC2E&

Mo XFLE Vanta KEFFHBMTT. Vanta BEZITILGEY Al Bapfeilissinis, BESMIRIAQERE
REEMHERFEM. TIRIRBETLRIEE— SOC2 5 1S0 27001 NHIEIAE, EEEERMEEHXEAAE
lk, Vanta WIEEEETEHEILSGHERER. ERER. BEAY Rt Vanta BEEREIRITHR2RENERE
=5, ILMEEERREAE,

[00:03:29] Lenny Rachitsky
English:

The result, according to a recent IDC study, Vanta customers slashed over $500,000 a year and are three
times more productive. Establishing trust isn't optional. Vanta makes it automatic. Get $1,000 off at
vanta.com/lenny.

FRCERIR:

RIE IDC REM—IEAZR, Vanta WEFESFETUTEEBE 50 AET, £FHRE=E. BIEEFREAIE
I, Vanta itEZTEHEK. 7E vanta.com/lenny $XEX 1000 & thI#r#0,

[00:03:48] Lenny Rachitsky
English:

Here's a puzzle for you. What do OpenAl, Cursor, Perplexity, Vercel, Plad, and hundreds of other winning
companies have in common? The answer is they're all powered by today's sponsor, WorkOS. If you're
building software for enterprises, you've probably felt the pain of integrating single sign-on, Skim, RBAC,
audit logs, and other features required by big customers. WorkOS turns those deal blockers into drop-in
APIs with a modern developer platform built specifically for B2B Saas.

FROCERIR:

#A{RE—¥, OpenAl. Cursor. Perplexity. Vercel. Plad UMM BREMHINNATEHAERESR? &
RE, ENEBMESKNEEE Work0S IR H. MRMFEENBWHLRMY, RAERZIEREAER



(SS0). SCIM. EFfemvipiizs] (RBAC). HitBEUNAEF ERNEMINEENHE=. Work0S @I E
]9 B2B SaaS EMIMAF LT G, FXE3 5 BISER T BIHEENAER AP,

[00:04:17] Lenny Rachitsky
English:

Whether you're a seed stage startup trying to land your first enterprise customer or a unicorn expanding
globally, WorkOS is the fastest path to becoming enterprise-ready and unlocking growth. They're
essentially Stripe for enterprise features.

AR ERIE:

TeMB2RERFIE— MU FT PO FEEI AR, ERIEEEIKY KAVIRAE, WorkOS #RESRI B LK
PAEHBRBIEKHRRERRZ. il E2EWRINGER “Stripe” o

[00:04:30] Lenny Rachitsky
English:

Visit workos.com to get started or just hit up their Slack support where they have real engineers in there
who answer your questions superfast. WorkOS allows you to build like the best with delightful APIs,
comprehensive docs, and a smooth developer experience. Go to workos.com to make your app

enterprise ready today.
R EiE:

Jhia] workos.com FFIAMER, SE BB R MM Slack 1%, AREFAEIEMIEIMSBRMEIZIRAYEI,
WorkOS it fREEE D @17 B89 AP, FRM XA RN A LEE, BIMAQE —HEMEF R, LENANE
workos.com, 1HREIN A& REES.

[00:04:51] Lenny Rachitsky

English:

Edwin, thank you so much for being here and welcome to the podcast.
R EE:

Edwin, IFERGSHREER, JOLREIFIBER

[00:04:55] Edwin Chen

English:

Thanks so much for having me. I'm super excited.
FRCEIE:

IFERETEIE . HIFENE.

[00:04:58] Lenny Rachitsky
English:



| want to start with just how absurd what you've achieved is. A lot of people and a lot of companies talk
about scaling massive businesses with very few people as a result of Al, and you guys have done this in a
way that is unprecedented. You guys hit a billion in revenue in less than four years with less than 60,
around 60 to 70 people, you're completely bootstrapped, haven't raised any VC money, | don't believe
anyone has ever done this before, so you guys are actually achieving the dream of what people are
describing will happen with Al. I'm curious just, do you think this will happen more and more as a result
of Al? And also just where has Al most helped you find leverage to be able to do this?

AR ERIE:

BRSEMRIIESH RIS AIRAFFRRE. BZAMRSABMEIKCAEFIAE Al LIARDEIAFT BAIE
W5, MIRMEEINARXERIFIREN, RITERTIMHFNEEER, XFE 60 70 ARSI T 10 ZETHE
W, TEREEFERE, REINE. BRFEEURMEBEAMER, (RIKEMERLESIT ANFRERD Al BFATRIE
B, BRREFH, MAANXMHIMREE R Al THEREZE? 556, Al ZHLSERESBRITIRESMX—BiR
BIFTAT (leverage) ?

[00:05:40] Edwin Chen
English:

Yeah, so we hit over a billion of revenue last year with under 100 people. And | think we're going to see
companies with even crazier ratios, like 100 billion per employee in the next few years. Al is just going to
get better and better and make things more efficient so that ratio just becomes inevitable. | used to work
at a bunch of the big tech companies and | always felt that we could fire 90% of people and we would
move faster because the best people wouldn't have all these distractions. And so when we started Surge,
we wanted to build it completely differently with a super small, super elite team, and yeah, what's crazy is
that we actually succeeded. And so | think two things are colliding. One is that people are realizing that
you don't have to build giant organizations in order to win. And two, yeah, all these efficiencies from Al.
And they're just going to lead to a really amazing time in company building.

FRCERIR:

EHY, FNEFUARE] 100 ARSI T8 10 1ZETHIEW. FOANTERKILE, HMIBRILLHIERIT
HIRE], LbIAIeIlk 1000 27, Al RETFHRLT, MEREKES, FRIUAXMELHIRNEINENAN. &
BENWRARRAT AL, SRERNTUEE 0% WA, MERERMEER, AARAFTHAARFS
BOXLEBE T PRAZH AL Surge B, HATEB—MT2RENHGARWEE, FTE—RNIR. &
HERNE. S ARENZE, HMNEAENRINT . BIANZZREENMIE: ——ANRIRERFAFTERE
MEARRVHLA MR, —R Al HRAFTEXEMEREH . XWERF ST ARRKNEENA.

[00:06:29] Edwin Chen
English:

The thing I'm excited about is that the types of companies are going to change too. It won't just be that
they're smaller, we're going to see fundamentally different companies emerging. If you think about it,
fewer employees means less capital. Less capital means you don't need a raise. So instead of companies
started by founders who are great at pitching and great at hyping, you'll get founders who are really great
at technology and product. And instead of products optimized for revenue and what VCs want to see,
you'll get more interesting ones built by these tiny obsessed teams. So people building things they
actually care about, real technology and real innovation. So I'm actually really hoping that the slick on
[inaudible 00:07:06], it'll go back to being updates for hackers again.



AR ERIE:

HHENRE, RRANRRBILETH. MUXERERZDN, HMNEZEBEIMRELRAENQF LI, FE
8, ATHOERERFTREZE L, REJROUBEREMATERNR, ALt, REOLIWATEEPLEBRER
BN, MEBREESERANZmBIA. FmtBAERN T EWMFEXNOKMmEL, MmIEXEN
Rk RERRNESRHEEBNARE,. AMISWEECEEXOHNFRA, BENKAMNEENEIH,
PRIAFRER R BEEREELIIARE, BREAERZNNRE,

[00:07:08] Lenny Rachitsky
English:

You guys have done a lot of things in a very contrarian way, and one was actually just not being on
LinkedIn, posting viral posts, not on Twitter, constantly promoting Surge. | think most people hadn't
heard of Surge until just recently, and then you just came out, and like, okay, the fastest growing company
at a billion dollars. Why would you do that? | imagine that was very intentional.

FROCERIR:

R T RZIEE RES (contrarian) MIE1E, EHRZ—FEAFRTE LinkedIn EXRIBFNE, RTE Twitter =R
WS 1% Surge, HBAZHABIRIEF IR Surge, REMFRI—HEMFHE “EWOX 1012, EEHRRHA
87 o MHABEXAM? BEX—E2XE N,

[00:07:27] Edwin Chen
English:

We basically never wanted to play the Silicon Valley game. And like | always thought it was ridiculous.
What did you dream of doing when you were a kid? Was it building a company from scratch yourself and
getting in the weeds of your code and your product every day? Or was it explaining all your decisions to
VCs and getting on this giant PR and fundraising hamster wheel? And it definitely made things more
difficult for us, because yeah, when you fundraise, you just naturally get part of this kind of Silicon Valley
industrial complex where people will, your VCs will tweet about you. You'll get the tech runs outlines,
you'll get announced in all of the newspapers because you raised at this massive valuation. And so it
made things more difficult us because the only way we were going to succeed was by building a 10 times
better product and getting word of mouth from researchers. But | think it also meant that our customers
were people who really understood data and really cared about it.

AR ERIE:

HMNEE EMFRIERHIERE. H—ERSHRTEZ. (MNHERNZEREMA? BEFNEFIREIL—
RKQE, SRGARBN~MR? ERRANKBERIFNE—TRE, HRAQIXMBANTLTRER (hamster
wheel) H? XHSLIERNTHMRESERYE, FALMERN, MEASRAES TUESHEN—ET, XK
SINMEEE, (RRE EREREERKT, BNSHERZMESAIRERE XBAIRITEgE, FAFII
HIME—EREMEMEE 10 F89™m, FREMARARNOR, ERIUNAXBERERNNZ A SHBLEEIEIRR
HEFHELEXOHIER A

[00:08:21] Edwin Chen

English:



I always thought it was really important for us to have early customers who were really aligned with what
we were building, and who really cared about having really high quality data, and really understood how
that data would make their Al models so much better because they were the ones helping us. They were
the ones giving us feedback on what we're producing. And so just having that kind of very close mission
alignment with our customers actually helped us early on. So these are people who basically just buying
our product because they knew how different it was and because it was helping them rather than
because they saw something in that current [inaudible 00:08:52]. So it made things harder for us, but |

think in a really good way.
R EIE:

F—EHIAN, HESHINNERSE—XNERTFIERER, MEEXOSRERE, HIEMAXEHRIEN
LR Al RB RIS EYF, RNIERMIERSEZ]. ITEIRENFHAIN~ HiRERGHA. Bk, 5%
PREXFERNES - EERRAER TR, XEAWIHNV~meBAAMBIINEEESZ AR
@, EAEHSSERERIMI], MARRAIEFARIIERE LB TE, FIUXBALFREEEE, BR
INIRX B —ThIEE ERRIEME,

[00:08:55] Lenny Rachitsky
English:

It's such an empowering story to hear this journey for founders that they don't need to be on Twitter all
day promoting what they're doing. They don't have to raise money. They can just kind of go heads down
and build, so I love so much about the story of Surge. For people that don't know what Surge does, just to
give us a quick explanation of what Surge is.

FROCERIR:

MFEIEARN, IREIXFNRFIFERESE. MIIFFERXE Twitter EEFBHSAMBM A, THREME,
QFBEAET. HIFEEW Surge BIE, WFARLEFIE Surge M AN, BEFREEREBERE—T?

[00:09:16] Edwin Chen
English:

We essentially teach Al models what's good and what's bad. So we train them using human data, and
there's a lot of different products that we have, like SFT, RHF, rubrics, verifiers, RL environments, and so
on and so on, and then we also measure how well they're progressing. So essentially we're a data
company.

FROCERIR:

HNERLERERABRA AR, FARKHN. RIMERBAEIERINEGEN, RIMNERZTENS M,
Ebdn SFT (S5EERIE) . RLHF (AXRBBUFES) . iF2RE (rubrics). IRIESR. 3BUFS (RL) HIRF
%, ARFNESHECIHER L. FIUERLE, B2 —REELE,

[00:09:36] Lenny Rachitsky
English:

What you always talk about is the quality has been the big reason you guys have been so successful, the
quality of the data. What does it take to create higher quality data? What do you all do differently? What
are people missing?



AR ERIE:

IREHRE, RERMINLADNXRER, DAENRER. SERBNKEREFA? RMINMEEH
AFE? AMIBBTHA?

[00:09:47] Edwin Chen
English:

| think most people don't understand what quality even means in this space. They think you could just
throw bodies at a problem and get good data and that's completely wrong. Let me give you an example.
Imagine you wanted to train a model to write an eight line poem about the moon. What makes it a good,
high-quality poem? If you don't think deeply about quality, you'll be like, "Is this a poem? Does it contain
eight lines? Does it contain the word, moon?" You check all of these boxes, and if so, sure. Yeah, you say
it's a great problem. But that's completely different from what we want. We are looking for a Nobel Prize-
winning poetry. Is this poetry unique? Is it full of subtle imagery? Does it surprise you and target your
heart? Does it teach you something about the nature of moonlight? Does it playthrough emotions? And
does it make you think? That's what we are thinking about when we think about high quality poem.

AR ERIE:

HINAKRZSEAATEBEXNTIN T8 BWREM L. AN REHI — MM AL EERIFIF X
1B, XeeEHIRN. LHRENMIF. REMBIIGZ—MEEE-—BXTASH/\1TH. fadBR—E8ER
ENFF? NRMARNBERE, (FUERR: “XR—EFE? 5/\1715? EEE ‘AR XMag? ”
NRIREET FREXEET, MMSRXE—BHF. EXS5HNEENTE2RE. KITEKRZIENRES
ABFR. XEFHFE? BERA T HYHNER? EBEILMBRIFEFETOR? ERERITIMXTA
HEFHRA? EREME TIMHOBER? EREIIATIRNEE? XRMERITERESREFNIIFAEENR
i

[00:10:34] Edwin Chen
English:

So it might be like a haiku about moonlight on water. It might use internal rhyme and meter. There are a
thousand ways to write a poem about the moon, and in each one, gives you all these different insights
into language, and imagery, and human expression, and | think thinking about quality in this way is really
hard, it's hard to measure. It's really subjective, and complex, and rich. And it sets a really high bar. And so
we have to build all of this technology in order to measure it, like thousands of signals on all of our
workers, thousands of signals on every project, every task. We know at the end of the day, if you are good
at writing poetry versus good at writing essays versus great at writing technical documentation. And so
we have to gather all these signals on what your background is, what your expertise is, and not just that.
Like how you're actually performing when you're writing all these things, and we use those signals to
inform whether or not you are good [inaudible 00:11:23] for these projects, and whether or not you are
improving the models.

FRSCERIE:

EARER—EXT /K EBYHEM, FIREER T NERMRKRE. SXTRASNIFE—TMAE, §—FEREE
IHRIHES . BRMALXRATERENRR, BINAUXARBEZHESEEREN, BREHE, ©IEE
IM. EXEFE, MAMKRS. Eit, RIS AWEREXLEHRAKGEEES, LR EIIAEIEARRK
BTFMES, WEINTE. EMEESHHTNMES. RINSREMEREKSF, TREKEXE, HEREK



SRR, FRUAFEMNOTREXTFIRNE R, BT LAIRNFAERERES, AL, EEFERETXE
RARBLRRIL. HMIFAXEESHKAMMEREETEGXENE, URMRESESHIRE,

[00:11:26] Edwin Chen
English:

And it's really hard, and so to build all this technology to measure it, but | think that's exactly what we
want Al to do, and so we have these really deep notions about quality that we're always trying to try and
achieve.

AR ERIE:

XISLRYE, WEEE bE’J?ﬁ?kJ@AEX’E, BRHIUANNXEZRNFE ALHEEIN. FRURIINREREIFE AL
g, A—EESHREH

[00:11:37] Lenny Rachitsky

English:

So what I'm hearing is there's kind of just going much deeper in understanding what quality is within the
verticals that you are selling data around. And is this like a person you hire that is incredibly talented at

poetry plus evals that they, | guess, help write, that tell them that this is great? What's the mechanics of
that?

AR ERIE:

FRUFIREIRYZE, RITEFMEERENEETES, NRENERBRLFZ. XREERERIZEA—
ERFRAERERWAIA, BMEMANHEIREITME (evals), REFREXZMNFRN? BEBISIEIIFIE
ERERY?

[00:11:57] Edwin Chen

English:

The way it works is we essentially gather thousands of signals about everything that you're doing when
you're working on platform. So we are looking at your keyboard strokes. We are looking how fast you
answer things. We are using reviews, we are using code standards, we are using... We're training models

ourselves all on the outputs that you create, and then we're seeing whether they improve the model's
performance.

FRCERIR:

ENEEANE, BERLSWEMRETES LN —INETNMES. HNSEEMORRILER,
BEMROIZEREAEE, FIERTHE. RBIRE - RIESRFBMTHORBFEBINFRE, AENARE
MNEEEA 7 REAERE,

[00:12:23] Edwin Chen
English:

And so in a very similar way to how Google search, like when Google search is trying to determine what is
a good webpage, there's almost two aspects of it. One is you want to remove all of the worst of the worst



webpages. So you want to remove all the spam, all the just low quality content, all the pages that don't
load, and so it's almost like a content moderation problem. You just want to remove the worst of the
worst. But then you also want to discover the best of the best. Okay, like this is the best webpage or just
the best person for this job. They are not just somebody who writes the equivalent of high school level
poetry. Again, they're not just [inaudible 00:12:57] writing poetry that checks all these boxes, checks all of
these explicit instructions, but rather, yeah, they're writing poetry that makes you emotional. And so we
have all these signals as well that, again, completely differently from moving the worst of the worst, we
are finding the best of the best. And so we have all these signals...

AR ERIE:

X5 Google #2RIFEMRM. = Google BRIAEMEF ARFHINIEY, IFEMNAE: —=2IRE5IFFIE
RENMIL, LLINLHRER. REERE. TEMBHIE, X/IFR—TREHFZAHE, RRBEERIERN
7. BREMRBELIKEIFNAR. i, XRRFHIMI, HEXZREGXT LA, WIIFRES
HERKEFROA, BFRRARTHNEMAERHELERNFR, MEEH T REILIR~= E R RHEHFH.
FRUHENTEEXERES, SFFRRERNTTETRRE, HNNBEIFHRLAS.

[00:13:12] Edwin Chen
English:

Again, just like Google Search uses all these signals that feeds them into their ML algorithms and uses and
predicts certain types of things, we do the same with all of our workers and all of our tasks in all of our
projects. And so it's almost like a complicated machine learning problem at the end of the day, and that's
how it works.

FROCERIR:

Fi& Google BREAFIAXEESHRBENMANS A IR ERIUNELESZY)—1F, BATNFAENIEAR.
ESMBE BHEFNER. FILFRER, XLFE—NERNVBEFIRE, XMICHEEA.

[00:13:29] Lenny Rachitsky
English:

That is incredibly interesting. | want to ask you about something I've been very curious about over the
past couple years. If you look at Claude, it's been so much better at coding and at writing than any other
model for so long. And it's really surprising just how long it took other companies to catch up.
Considering just how much economic value there is there, just like every Al coding product sat on top of
Claude because it was so good Claude code and writing also. What is it that made it so much better? Is it
just the quality of the data they trained on or is there something else?

AR ERIE:

XEEAHE, FERR—MEE/LER —ERIFFHRE,. WRIRE Claude, EERMENTS (EAE KUK~
Bt EMEMBEREEGFSS. ZERIEPHEDFNE, HURARARTXAKNEAE LR, XENRSAR
Fo LFEN Al R~ mERILE Claude 2 £, ANEERBNEELSEALEET., BFALEER/XA
9? (MXBENIGHRENRE, E2EINERER?

[00:13:59] Edwin Chen

English:



| think there are multiple parts to it. So a big part of it certainly is the data. | think people don't realize that
there's almost like this infinite amount of choices that all the frontier labs are deciding between when
they're choosing what data goes into their models. It's like, okay, are you purely using human data? Are
you gathering the human data in X, Y, Z way? When you are gathering the human data, what exactly are
you asking the people who are creating it to create for you?

FROCERIR:

BIANXBEZ M. RA—EDHAREE. HIAAADKERIRE, HFBERGEHREREMLE Sz
NERES, i ]E IS L FERENER, b0 MBAEERAALBURR? FREUX. Y. Z ARNREALHIE
HINg? HfRURER AREURERT, (REIRERBLAISHIBIANMENEHA?

[00:14:30] Edwin Chen
English:

For example, in the coding realm, maybe you care more about front end coding versus back end coding.
Maybe when you're doing front end coding, you care a lot about the visual design of the front end
applications that you're creating, or maybe you don't care about it so much and you care more about, |
don't know, the deficiency of it or the pure correctness over that visual design. And then other questions
like, okay, are you carrying [inaudible 00:14:49] how much synthetic data are we throwing into the mix?

How much do you care about these 20 different benchmarks?"
R EIE:
flgn, EHmIESE, WIHFERERHARAMARERT X, BIFEMEIRT AN, (RIEEEEFRCIBNARN

MUt ; WERHRBAEFAI, MEEFRRBAEFRNADERE, EEEMEE, tha: HNBEN
Z/DEREEE (synthetic data) ? fRXX 20 MARBERIEANE (benchmarks) BZEF?

[00:14:55] Edwin Chen
English:

Some companies, they see these benchmarks and they're like, "Okay, for PR purposes, even though we
don't think that these academic benchmarks matter all that much, maybe we just need to optimize for
them anyways because our marketing team needs to show certain progress on certain standard
evaluations that every other company talks about, and if we don't show good performance here, it's
going to be bad for us even if ignoring these academic benchmarks makes us better at the real tasks."

FROCERIR:

BERRBFIXEREENASE: 9B, BFAXEN, RERMTUNAIXEZRBENNLIMAEE, BFK
AT IE R FBEH M e I#HTMRA, HARNHEHFREANFTEEEMATBERCHIETE LRTER, W0
RENEXERAARLF, WHNAFF], BMERRXEFREERELLNERFMESFRINEL”

[00:15:21] Edwin Chen
English:

Other companies are going to be principled and be like, "Okay, yeah, no, | don't care about marketing. |
just care about how my model performs on these real world tasks at the end of the day, and so I'm going
to optimize for that instead." And it's almost like there's a trade-off between all of these different things,
and there's like a... One of the things | often think about is that there's a... It's almost like there's an art to



post training. It's not purely a science. When you are deciding what kind of model you're trying to create
and what it's good at, there's this notion of taste and sophistication, like, "Okay, do | think that these..."

AR ERIE:

HUABNZEEGRN, Wil=iR: “WAXKOEH, BRIXROKNEREALEFESPHRLRN, UL
REHMNULESHITRN.” XILFREMEXERAEYZEHITNEG . REEREN—<_Z, Bk
(post training) JLFR—IZAR, MAAHERF, HIRREEZL BT AFNRELUREERT AN, X2
[Epp ST SR =R 3 V]

[00:15:57] Edwin Chen
English:

So going back to the example of how good the model is at visual design. I'm like, "Okay, maybe you have
a different notion of visual design than what | do. Maybe you care more about minimalism, and you care
more about, | don't know, 3D animations than | do. And maybe this other person prefers things that look
a little bit more broke." And there's all these notions of taste sophistication that you have to decide
between when you're designing your post training mix, and so that matters as well. So long story short, |
think there's all these different factors, and certainly the data is a big part of it, but it's also like what is
the objective function that you're trying to optimize your model towards?

AR ERIE:

EERBEMRE LT A EAIRI. WIFARNRREIRITTRERNRRE. WIFREEEREENX, LEEREBFE 3D
HE; MA—TARNEEERHEHEE —RBNXME. FiRITEINIFEASH, RUTEPEXLERRNE R ER
EIzEMbERE, XURER, KiEER, RINNEREXERENER, HEYARRA—HD, EREEF
EEME: MAEIHRE MR BEREREL (objective function) FIRZA?

[00:16:30] Lenny Rachitsky
English:

That is so interesting. The taste of the person leading this work will inform what data they ask for, what
data they feed it. But it's wild it shows the value of great data. Anthropic got so much growth and win
from essentially better data.

AR ERIE:

EXEET . MFXWMITENANRKSREMNERTAFNEE, URRGEEFAFNEE EXHER
I, ERRT MBEEIERN{E. Anthropic B E2i@d BIFBVEIERTE 7 b RBIEKAAEE

[00:16:49] Edwin Chen
English:

Yeah, exactly.

R EE:

EHY, K

[00:16:50] Lenny Rachitsky



English:

And | could see why companies like yours are growing so fast. There's just so much... And that's just one
vertical. That's just coding, and then there's probably a similar area for writing. | love that it's... It's
interesting that Al, it feels like this artificial computer binary thing, but it's like taste. Human judgment is

still such a key factor in these things being successful.
R EE:

HEEEEA T AGIMFNZIFENQATEREX AR BERZHFERT - MXNNE—TEEI, NNER
12, SRR AI A RMIIBER. HERX—R - BABNE, Al REGEXMAERN. HENZHFIBR
7, BEEEXFmbk. AXBFIETNHMNARXERAMINIIXERR.

[00:17:09] Edwin Chen
English:

Yep, exactly. Again, going back to the example | said earlier, certain companies, if you ask them what is
good poem, they will simply robotically check off all of these instructions on our list. But again, | don't
think that makes for good poetry, so certain frontier labs, the ones with more taste in sophistication, they
will realize that it doesn't reduce to this six set of checkboxes and they'll consider all of these kind of
implicit, very subtle qualities instead, and | think that's what makes them better at this at the end of the
day.

AR ERIE:

o EEIFHRZANRAIGIF, MRMARERTFARET, WINISHMMAESSE LRFEE<S. B3Ik
NBBHAFRES HEFiF. PRIUREEERRMERNAIGERERTIRE, TR NERE, ]
SEBMEXEREN. FEHPEER. AN ERMIRARIELBHNERER,

[00:17:38] Lenny Rachitsky
English:

You mentioned benchmarks. This is something a lot of people worry about is there's all these models
that are always... Basically, it feels like every model is better than humans at every STEM field at this
point, but to a regular person, it doesn't feel like these models are getting that much smarter constantly.
What's your just sense of how much you trust benchmarks and just how correlated those are with actual

Al advancements?
FhSCERIE:

riZE 7 EENR. XBRZAEONER, WERKNLFESMERAESD STEM RIF, A, 12, #F)
UHEBLL AR, EXEBARN, HRREXERUEFSTFERR. RNEENXNEEREEDM? /R
INRNENS KRR Al #PH % RIEXE?

[00:18:00] Edwin Chen
English:

Yeah, so | don't trust the benchmarks at all. And | think that's for two reasons. So one is | think a lot of
people don't realize, even researchers within the community, they don't realize that the benchmarks
themselves are often honestly just wrong. They have wrong answers. They're full of all this kind of



messiness and people trust... Long as for the popular ones, people have maybe realized this to some
extent, but the vast majority just have all these flaws that people don't realize. So that's one part of it.

AR ERIE:

2, H—REAEEEENR. MNANREERR. —RfRZALERIRE, EEHXANARARBEE
RE, BENRASEEMZEIRN. ENBHEIRNER, R 7 SMEL. MTFARERTHEENR, Af)
AIREERMIEE LRIRE TR —R, BARSHEENABFEAMIRERNERE XBHFR—PRE,.

[00:18:30] Edwin Chen
English:

And the other part of it is these benchmarks at the end of the day, they often have well-defined objective
answers that make them very easy for models to hill-climb on in a way that's very different from the
messiness and ambiguity of the real world. | think one thing that | often say is that it's kind of crazy that
these models can win IMO gold medals, but they still have trouble parsing PDFs. And that's because,
yeah, even though IMO gold medals seem hard to the average person, yeah, they are hard at the end of
the day. But they have this notion of objectivity that, okay, yeah, parsing a PDF sometimes doesn't have.
And so it's easier for the frontier labs to hill-climb on all of these than to solve all these mess ambiguous
problems in the real world. So | think there's a lack of direct correlation there.

AR ERIE:

S—1MREERZE, XEREENHBEARREXNEMER, XESEEFEFZED TR (hill-climb, #5
RN LRSD) KREMS, XS5IMEHABEMEMIERATE. REEHN—0EE: XEREEE
EEERSFRMLsE (IMO) £, ATLAEHT POF BNBEIRM, XEEFAAIRN. XEEN, B4 IMO £
MEBAKIGIRME, BEEABEEMENY, MENT PDF ERNHFASXMEN M, AL, FARREERZE
XEAEIR LRI, MAREBRIMS RPRLERE. R, PRAFOANRE ZERZ EEAEX M,

[00:19:17] Lenny Rachitsky
English:

It's so interesting the way you described it is hitting these benchmarks is kind of like a marketing piece.
When you launch, say Gemini 3 just launched, and it's like, cool. Number one with all these benchmarks.
Is that what happens? They just kind of train their models to get good at these very specific things?

FRCERIR:

RiEARN A NRER, REXLEEENAMER—HEHEFR, bl Gemini 3 ZHE, AXZW: ‘B, #
FrEXEREENRPHRE—" FXMEXFE? MIR2INFREEERXEFEAENER?

[00:19:31] Edwin Chen
English:

Yeah, so there's, again, maybe two parts to this. So one is, sometimes, yeah, these benchmarks, they
accidentally leak in certain ways or the frontier labs will tweak the way they evaluate their models on
these benchmarks. They'll tweak your system prompt or they'll tweak the number of times they run their
model, and so on and so on in a way that games these benchmarks. The other part of it though is it's like
by optimizing for the benchmark instead of optimizing for the real world, you will just naturally climb on
the benchmark and, yeah, it's basically another form of gaming it.



AR ERIE:

20, XEFERINAHEH. —8, ANXERENRZUEMSARINEE, HEMGLREREMIEX
LROEMIR EIMERAEN AR, MISRERSARTIA (system prompt) , SEFFBSITREARBEFS, U
ek “R)” BAENL. Z—HE, BdiNEENRMAZH N ML FTHITRL, MEAIEREN L LEX
"sen, XERERS MR BIFE.

[00:20:09] Lenny Rachitsky
English:

Knowing that with that in mind, how do you get a sense of if we're heading towards AGI, how do you

measure progress?
AR ERIE:
EZBIX—5, RIAHEEIIE S ETER AGI? {RINEIEEHE?

[00:20:15] Edwin Chen
English:

Yes, so the way we really care about measuring model progress is by running all these human
evaluations. So for example, what we do is, yeah, we will take Gore human annotators, and we'll ask
them, "Okay, go have a conversational model." And maybe you're having this conversation with the
model across all of these different topics. So you are a Nobel Prize winning physicist. So you go have a
conversation about pushing different tier of your own research. You are a teacher and you're trying to
create lesson plans for your students, so go talk to the model about these things. Or you're a coder and
you're working at one of these big tech companies, and you have these problems every day, so go talk to
the model and see how much it helps you.

FROCERIR:

=, BINEEAENE2RNHENAXEHTALIFE (human evaluations), i, FHITSHEASLAR
75 (annotators), LI EFMIERIE, XMHIHEOTRERESMABNER, thil, ME—MIEI/REEE
MEBEFEX, REMREIITIRFRRIENFNGR#,. HERE—UEM, ERXEAFERERFITL, FREM
AL, FEMRB—JEARBEATLENEFR, SXTBIZMHEE, FREMERRZR, EEERE
RS,

[00:20:57] Edwin Chen
English:

And because or searchers or annotators, they are experts at the top of their fields, and they are not just
giving your responses, they're actually working through the responses deeply themselves, they are...
Yeah, they're going to evaluate the code that it write. They're going to double check the physics equations
that it writes. They're going to evaluate the models in a very deep way, so they're going to pay attention
to accuracy and instruction following, all these things that casual users don't when you suddenly get a
popup on your ChatGPT response asking you to compare these two different responses. People like that,
they're not evaluating models deeply, they're just vibing and picking whatever response looks flashiest or
[inaudible 00:21:38] are looking closely at responses and evaluating them for all of these different



dimensions, and so | think that's a much better approach than these benchmarks or these random
outline AV tests.

AR ERIE:

EABNMNOARZAHITER TR BMIANMRER, WIFRBELEEE, MIKFLERERNARXLE
B8, MMNSITLEEEHRE, ERCERYIELSRE, MSUIFERENSNHERE, XIEEMENE
LEERES. MEBAFE ChatGPT EEAZEKRILRHKIMEIEN, BEFAIXIXE, BEAHFBERE
TR, IRBRRRE (vibing), SHEFERKEWHNOE, MENNEXZFAURLE, HMAEX
LABRVEREFHITITE, FTIANXLLEENIHSFENR A/B NXBIF 2,

[00:21:49] Lenny Rachitsky
English:

Again, | love just how central humans continue to be in all this work that we're not totally done yet. Is
there going to be a point where we don't need these people anymore, that Al is so smart that, "Okay,
we're good. We got everything out of your heads"?

FRCERIR:

BEREN, EFEXLETER, ALRKALFMLZOBMA, BITELIAIERNE R SFSEBA
— M%), FAIFBRFEXLEAT, AIBKERE 477, LR T, HRINELBMRIIMFENRERE

=777

[00:22:00] Edwin Chen
English:

Yeah, | think that will not happen until we've reached AGI. It's almost like by definition, if we haven't
reached AGI yet, then there's more for the models to learn from, and so, yeah, | don't think that's going to
happen anytime soon.

FRCERIR:

2R, HINNTEREAGI ZH], EMERFERE. VFMEXERE, MRFNTEZEE AGI, BAREFIE
BEZHRAZTEFS. I, ZRTANXSEERRLE.

[00:22:12] Lenny Rachitsky
English:

Okay, cool. So more reason to stress about AGI. "We don't need these folks anymore." | can't not ask
just... People that work closely with this stuff, I'm always just curious. What's your AGI timelines? How far
do you think we are from this? Do you think we're in like a couple years or is it like decades?

FRCERIR:

9B, BE. PRIAXNZT—MECAGIBER: “HNABFEXEAT.” RBAEER], WFEGIRXFEEY]
EXETENA, R—EHRFE: FIANAG HREIREERN? KNNBEXREZE? (RMANBE/LEA,
TR +ER?

[00:22:28] Edwin Chen



English:

So I'm certainly on the longer time horizon front. | think people don't realize that there's a big difference
between moving from 80% performance to 90% performance to 99% performance to 99.9% performance,
and so on, and so on. And so in my head, | probably bet that within the next one or two years, yeah, the
models are going to automate 80% of the average LL6 software engineer's job. It's going to take another
few years to move to 90%, and another fewer to 99%, and so on, and so on. So | think we're closer to a
decade or decades away than [inaudible 00:23:03].

FROCERIR:

BREERB T IUNNEBERKNIB—IK. FIANAWAMTLEFIRE, M 80% RIIEaERAZEI 90%, BEI99%, B
2 99.9% FF, XZBEBEEANER. EREKRK, RAUESITE, TRE—RER, RERKEBLEREL6
LRERE A2 80% BIT1F, {BEAEI 90% EFEILE, AE 99% EFEEA, LUK, FRUFIANEITE
AGI ZE+FH/L+ENERS, MAZE/LF.

[00:23:03] Lenny Rachitsky
English:

You have this hot take that a lot of these labs are kind of pushing AGI in the wrong direction and this is
based on your work at Twitter, and Google, and Facebook. Can you just talk about that?

FROCERIR:

RE—TMREMIMS, INARZINUEIETEER AG HEEIRNAR, XEETFIRTE Twitter. Google
Facebook BV T1EL L, {REEIKIBGXIS?

[00:23:14] Edwin Chen
English:

I'm worried that instead of building Al that will actually advance us as a species, curing cancer, solving
poverty, understand the universe, we are optimizing for Al slop instead. We're basically teaching our
models to chase dopamine instead of truth. And | think this relates to what we're talking about regarding
these benchmarks. So let me give you a couple examples. Right now, the industry is played by these
terrible databoards like LLM Arena. It's this popular online leaderboard where random people from
around the world vote on which Al response is better. But the thing is, like | was saying earlier, they're not
carefully reading or fact-checking. They're skimming these responses for two seconds and picking
whatever looks flashiest.

FRCERIR:

HEORN B ENREEREMARYFHD . GRRE. FRARE. ERFHN A, MEEMNK “Al Lk
RE” . BNEXLREHRNTERERERZER, MAREE, HANXSRIMTENEENHER, ik
HEANEIF. BT, BMTUEHRE LLM Arena XIFFERBHMTIEPIRIL. XR2—NRITHELHHTE, X
Bt RN AP R EELB Al IEIEEL. EREE, EMHZAFTR, WiIFHLEFARRIRE
FL, MNRRA—RXEOE, TR EHEEREEMBIRT.

[00:23:53] Edwin Chen

English:



So a model can hallucinate everything. It can completely hallucinate. But it will look impressive because
it has crazy emojis, and boating, and markdown headers, and all these superficial things that don't
matter at all, but it catch your attention. And these LLM-reading users love it. It's literally optimizing your
models for the types of people who buy tabloids at the grocery store. We've seen this [inaudible 00:24:15]
data ourselves. The easiest way to climb LLM Arena, it's adding crazy boating. It's doubling the number of
emojis. It's tripling the length of your model responses, even if your model starts hallucinating and
getting the answer completely wrong.

AR ERIE:

FRU—MREFILURORE, T2ETELIRE. BEEHERIRRBA, AACEIHREBETS. MEFE.
Markdown #7&l, LIKRFRAXERAREEZERERS MRESNHIREINIR, XL LLM Arena B P LIZX—
B, XfaEBEHMBLEEBHE/N\EMNMREIAZRMUMIRE, BB CEREFREI T —R. &
LLM Arena ERIZEIERFLE: RIEMAE. RIETSEE. DB RKELEMAE, BMEREFIRFEODREESR
TEHIRMIE,

[00:24:26] Edwin Chen
English:

And the problem is, again, because all of these frontier labs, they kind of have to pay attention to PR
because their sales team, when they're trying to sell to all these enterprise customers, those enterprise
customers will say, "Oh, well, but your model's only number five on LLM Arena, so why should | buy it?"
They have to, in some sense, pay attention to these leaderboards, and so what their researchers
[inaudible 00:24:47] tell us is like they'll say, "The only way I'm going to get promoted at the end of the
year is if | climb this leaderboard, even though | know that climbing it is probably going to make my
model worse and accuracy [inaudible 00:24:57] following." So | think there's all these negative incentives

that are pushing work in the wrong direction.
R EIE:

AT, MAXEFNELRERRMEE LBMOTREAX, BASMIINHEERMNRBE R T E - H#H
ET, ER2W: B, BIRERRTE LLM Arena ERAFE R, HAMFAESL? 7 MTEEMEX E4AXEX
LHTHE. AU RARSEREN): “BREREARNE—DEMEEXNMHTE LRI, REHM
EX AR R RE R R ER NS B/ )" FIUFANANFEFREXERERR, EETIFEDHEIR
T3,

[00:25:03] Edwin Chen
English:

I'm also worried about this trend towards optimizing Al for engagement. | used to work on social media.
And every time we optimize for engagement, terrible things happened. You'd get clickbait and pictures of
bikinis and bigfoot and horrifying skin diseases just filling your feeds. And | think | worry that the same
thing's happening with Al If you think about all the sycophancy issues with ChatGPT, "Oh, you're
absolutely right. What an amazing question," the easiest way to hook users is to tell them how amazing
they are. And so these models, they constantly tell you you're a genius. They'll feed into your delusions
and conspiracy theories. They'll pull you down these rabbit holes because Silicon Valley loves maximizing
time spent and just increasing the number of conversations you're having with it. And so yeah,
companies are spending all the time hacking these leaderboards and benchmarks, and the scores are
going up, but | think it actually masks up the models with the best scores, they are often the worst or just



have all these fundamental failures. So | think I'm really worried that all of these negative ascendants are

pushing AGl into the wrong direction.
R EIE:

HFBL A ETEER “AB5E (engagement) M B#EHE, REEUMREALTLIEL. SH&KIA
B5EMAE, BENEBRSLE, MNEERESTFERER. WEBRA. KEIRE BRI
BRE., BEOBEENSBER A SUHLE, 1848 ChatGPT BIARLEIEIE (sycophancy) RIRE, “H, T’]‘?—Eé
IEH, ZAEMEEN” , &5 BFRERENGEREEIFMIIMIIE Z1E, AR EER RIS IFIRIRE
x4, efIBERNERAFMRAEE, IBRIEXE “RFR" , lhﬁi’émi’éa—k%ﬁﬁ)ﬂEj‘ttﬂ]i‘hﬁmiﬂo
FRLL, ABIBFRAR &R EERAXEHTHEMEAENR £, 2¥HITLEET, ERIAAXERLEESET —
EX: PREELRENEREFERREREN, IBEFEESMIRAMNERMEG, FIURENRIBEOME XL AR
FHIETEIR AGI A IR Eo

[00:26:03] Lenny Rachitsky
English:

So what I'm hearing is AGI is being slowed down by these, basically the wrong objective function, these
labs paying attention to the wrong basically benchmarks and evals.

FRSCERIF:
FRUEIREIRZE, AGI F#RIEMXEEIRM ERREFIESR, XELNE X THIRHEIRAEANRMTEL,

[00:26:11] Edwin Chen
English:

Yep.

FRCERIR:

o

[00:26:12] Lenny Rachitsky
English:

| know you probably can't play favorites since you work with all the labs. Is there anyone doing better at
this and maybe kind of realizing this is the wrong direction?

FROCERIR:

BAERAIRERH ERER—R, ERIFFMMEXKERAESF. ARAEETXHTEMBEEY, HEBLEIR
X Z IR T A?

[00:26:21] Edwin Chen
English:

| would say I've always been very impressed by Anthropic. | think Anthropic takes a very principled view
about what they do and don't care about and how they want their models to behave in a way that feels a
lot more principle to me.



AR ERIE:

A8, Anthropic —ELAFKE T TRZIMEIR. FIAA Anthropic W FfIIR O AL FROMA, LKA
MNHZERBMERI, BEIFFBHEHORN, XiLFHEFMWIIEGRMIE.

[00:26:38] Lenny Rachitsky
English:

Interesting. Are there any other big mistakes you think labs are making just that are kind of slowing things
down or heading in the wrong direction? Where we've heard just chasing benchmarks, this engagement
focus, is there anything else you're seeing of just like, "Okay, we got to work on this because it'll speed
everything up"?

AR ERIE:

RE®, RANERERFICHLEAEHEEHERSEEIRATRNAEIR? R TERBENLNXISE5EZ
5, RIEBEIT HAILIRRET 98, BB RX N, RAXEME—Y)" BEHEE?

[00:26:55] Edwin Chen
English:

| think there is a question of what products they're building and whether those products themselves are
something that kind of help or hurt humanity. I think a lot about Sora and...

FROCERIR:

HINAEE— T RERMINEEBNEFAFNT M, UNXEFREGEBNERHET AL HEEERE
Sora LARg -+

[00:27:07] Lenny Rachitsky

English:

| was thinking that's what you're imagining.
R EE:

ENAMERIRZRZ AR T

[00:27:10] Edwin Chen
English:

Yeah, what it entails, and so it's kind of interesting. It's like which companies would build Sora and which
wouldn't? And | think that answer to that... Well, | don't know if answer is myself. | have an idea in my
head, but | think the answer to that question maybe reveals certain things about what kinds of Al models
those companies want to build and what direction and what future they want to achieve, yeah, so | think
about that a lot.

FRCERIR:

=0, EFFEEN

BX, XEEEN, LLNMLEATEE Sora, MHLERS? RIAAXNEANESR - 4F
e, HAMBEHEEEE NS

HUER, BRFEFE—MEE, BERIANZNRENZZERITFER T XEQREEN



B aFpy ALRE, DKMTRELRIARNERMNRE. 228, REBREX N,

[00:27:37] Lenny Rachitsky
English:

The steel man argument there is, it's like fun, people want it, it'll help them generate revenue to grow this
thing and build better models, it'll train data in an interesting way, it's also just really fun.

FROCERIR:

MU — “RIBHHP” (steel manargument) Z2: ERE®, AMTEBEE, SrBMINTEBARLZRILS
HIPZEEGFHRE, CRRU—MEENAIVIGHEE, MEERKRIEETI.

[00:27:51] Edwin Chen
English:

Yeah. | think it's almost like, do you care about how you get there? And in the same way, so | made this
tabloid analogy earlier, but would you sell tabloids in order to fund, | don't know, some other newspaper?
Sure, like in some sense, if you don't care about the path, then you'll just do whatever it takes, but it's
possible that it has negative consequences in of itself that will harm the long-term direction of what
you're trying to achieve, and maybe it'll distract you from all the more important things, so yeah, | think

that the path you take matters a lot as well.
R EiE:

Bl HAAXLFXRFT: MBREESMIZRARNAN? B, RZrAT/RELERE, RS T HB
S—REMESNRIG? S, ERMEN L, IRMAEFREI, MHEFIEFR, BEBREXRI g
EHEER, REMEELANKEBT, MECHREIILMMEEERNER LD 0. FILL, FHIAIRERR
BREOIFEEER.

[00:28:33] Lenny Rachitsky
English:

Along these lines, you talked a bunch about this of just Silicon Valley and kind of the downsides of raising
a lot of money being in the echo chamber. What do you call it, the Silicon Valley machine? You talk about
how it's hard to build important companies in this way and that you might actually be much more
successful if you're not going down the VC path. Can you just talk about what you've seen in that
experience and your advice essentially to founders, because they're always hearing? Raise money from
fancy VCs, move to Silicon Valley, what's kind of the countertake?

FROCERIR:

BEXNRRE, MKTREXTHEHANERS, UKEEXRERE. BREIERE (echo chamber) ¥R, RE
EMATA? “EANE ? MKEIUXMS N RERIEENATF, WRFENKR (VC) Bk, LR LERTEE
SERY. REERRIREIREZFHPBILE, UK EIIBARNEIND? RAMIIFEINESRE: MARREKIZAR
B2, RIES. MORAEAMRZHA?

[00:29:02] Edwin Chen

English:



Yes. So I've always really hated a lot of the Silicon Valley mantras. The standard playbook is to get product
market fit by pivoting every two weeks. And to chase growth and chase engagement with all of these dark
patterns and to blitz scale by hiring as fast as possible. And I've always disagreed. So yeah, | would say
don't pivot. Don't put scale. Don't hire that Stanford grad who simply wants to add a hot company to your
resume, just build the one thing only you could build, a thing that wouldn't exist without the insight and
expertise that only you have.

FROCERIR:

B, H—HIFBWRRSEANGESF. MENESZE: BIEHARE (pivot) —XRIHFmmZREE

(PMF) ; FAZM “REEN" BXRBRNS5E; @SR ATERMBARET “WBINT K (blitz
scale) o H—EHRNIARXLE, FILL, HEWR: FEMERE, FEFEY K, TE2RMAMNRBEEH LM
—RAIRBEHNEBREE, IENEIRGREIMEENZIREA, BAHNRKEIRRISH AT L
IR RTFENRE.

[00:29:32] Edwin Chen
English:

And you see these buy to [inaudible 00:29:34] companies everywhere now. Some founder who was doing
crypto in 2020, and then pivoted to NFTs in 2022, and now they're an Al company. There's no consistency,
there's no mission, they're just chasing valuations. And I've always hated this because Silicon Valley loves
to score on Wall Street for focusing on money. But honestly, most of the Silicon Valley's chasing the same
thing. And so we stayed focused on our mission from day one, pushing that frontier of high quality
complex data, and I've always loved that because | think startups...

FROCERIR:

MIED VBT XM AT, ENEIBATE 2020 EMMES T, 2022 FEEMNFT, MEXKT—K
Al RE), SBERMN, "EEHNE, MAREEREE, F—EHERWAX—<R, BNESSRERERER
Bk, BELR, EANASHRABEEKRBEFNFRA. FAUBIMNNAE -—RERZTETHNBIGES: HEHEH
ESRWIENRG, Z—HREXX—R, BAFEIAADEIATE-

[00:30:03] Edwin Chen
English:

I have this very romantic notion of startups. Startups are supposed to be a way of taking big risks to build
something that you really believe in. But if you're constantly pivoting, you're not taking any risks. You're
just trying to make a quick buck. And if you fail because the market isn't ready yet, | actually think that's
way better. At least you took a swing at something deep, and novel, and hard instead of pivoting into
another LLM wrapper company. So yeah, | think the only way you build something that matters that's
going to change the world is if you find a big idea you believe in and you say no to everything else.

FRCERIR:

B QBB —MIEERENEE. VIRARNZEEIAEBANIERGRIREERENARTE, BNRMR
TETARE, REURBREBEEMNE, MRE2BHRE. MRMENTDELESFMRK, TRMESHE
o EMRERT —ERZ. MABRENERS, MARKERS—RKLIMERQE, Frll, HIANEIAILE
BE. T HRNKRANE—SZE, MBI —MERERENARRE, HAMEM—R “F

[00:30:30] Edwin Chen



English:

So you don't keep on pivoting when it gets hard, you don't hire a team of 10 product managers because
that's what every other cookie cutter startup does, you just keep building that one company that
wouldn't exist without you. And | think there are a lot of people in Silicon Valley now who are sick of all
the grift, who want to work on big things that matter with people who actually care, and I'm hoping that
that would be the future of how we go with technology.

FRCERIR:

FRIL, HBERMENAE—HRE, FTERNEMBTR—ENIEARMXAMMERA— 10 ANF~REE
A, IRRBESHSEWEBRMRLBMTRAIFENRE. HANANNTEAERZSABLZRETHENRE
I, WIBNEEXOHA—EMEENAT, RHEEXRERINTRKEALBHG M,

[00:30:52] Lenny Rachitsky
English:

I'm actually working on a post right now with Terrence Rohan, this VC that | really like to work with, and
we interviewed five people who picked really successful generational companies early and joined them as
really early employees. They joined OpenAl before anyone thought it was awesome, Stripe before anyone
knew was awesome, and so we're looking for patterns of how people find these generational companies
before anyone else, and it aligns exactly what you described, which is ambition. They have a wild
ambition with what they want to achieve. They're not, as you said, just kind of looking around for product
market fit no matter what ends up being, and so | love that what you described very much aligns with
what we're seeing there.

FRCERIR:

HEFIEMHRERSIERINIE Terrence Rohan —EEE—RNXE. HIIFXFTEDA, WIREMEFTIESE
FIE “RIRAT” HIERNREARTIAN. 172 OpenAl EZHZBIRIMANT , 7E Stripe IBEAFERFE
BRAIINT o FANEEIHANMALFALMXERFATRN, XE5MERNTE—H, P “F
L o B SBELMNBEINEE EANEF O, EWFRFR, INFARREEEIHTamZIRSE, i
UBRRERRFrEAN SN FRERIRIEEM S,

[00:31:33] Edwin Chen
English:

Yeah, | absolutely think that you have to have huge ambitions, and you have to have a huge belief in your
idea that's going to change the world, and you have to be willing to double down and keep on doing
whatever it takes to make it happen.

AR ERIE:

B8, RENWINARGAEERNEF O, BANMNEZEREEREEANES, HFEMROAREIMNER
N> RE—IRMELRIE,

[00:31:44] Lenny Rachitsky
English:

| love how counter your narrative is to so many of the things people hear, and so | love that we're doing
this. I love that we're sharing this story. Today's episode is brought to you by Coda. | personally use Coda



every single day to manage my podcast and also to manage my community. It's where | put the questions
that | plan to ask every guest that's coming on the podcast, it's where | put my community resources, it's
how | manage my workflows. Here's how Coda can help you.

AR ERIE:

HERMRORARS MBS EBRZABAER, FIUBRESHMENEBRILK, 2EXIMEE. &
RXBTIEH Coda 2B, HMABXEEMA Coda RKEERMEEMLRX., HAIBITXIR)SAIE=RIPBMIEAR
8, BHXFRRERE, ERHEETIERNAGR. MUTE Coda SNAIEEBIRAY,

[00:32:08] Lenny Rachitsky
English:

Imagine starting a project at work. And your vision is clear, you know exactly who's doing what, and
where to find the data that you need to do your part. In fact, you don't have to waste time searching for
anything because everything your team needs from project trackers and OKRs, the documents and
spreadsheets lives in one tab all in Coda.

FRCERIR:

BR—TELIFEREI—1HE. RRBRREN, RRTBREEERTA, UREMERKEIRASRER
DEAENEIE. FLE, (FAFERENEINEARA, RANBAFTEN—T)— MIBIEERZEH OKR, Z|
XM BFRE—HFET Coda FI—MREDTTIH,

[00:32:26] Lenny Rachitsky
English:

With Coda's collaborative all in one workspace, you get the flexibility of docs, the structure of
spreadsheets, the power of applications, and the intelligence of Al all in one easy to organize tab. Like |
mentioned earlier, | use Coda every single day. And more than 50,000 teams trust Coda to keep them
more aligned and focused. If you're a startup team looking to increase alignment and agility, Coda can
help you move from planning to execution in record time.

AR ERIE:

#8d Coda WINMENEREL(F=IE], RAJUE—NH TARNTENPRIEXEIRIESE. BFREEVE.
N FRR2RFRYRETT AR Al Y BE. IESNFRZ AIEREIRY, FEREBA Coda, i 50,000 MEIFAE{E Coda, itfth
MNAERF—ENTE, MRFER—TIKES—BEMBERIERFIF, Coda AJAFERUBILRBVERE Mt
AT,

[00:32:52] Lenny Rachitsky
English:

To try it for yourself, go to coda.io/lenny today and get six months free of the team planned for startups.
That's coda.io/lenny to get started for free and get six months of the team plan, coda.io/lenny.

AR ERIE:

HBEEEZ=E, BILENAIR coda.io/lenny, FREXFIEIABIHBRNITRIBNSMNB REZ XA, 157 coda.io/lenny &2
BHE, HRESNTBBERAITR.



[00:33:07] Lenny Rachitsky
English:

Slightly different direction, but something else that was maybe a counter narrative. | imagine you
watched the Dwarkesh and Richard Sutton podcast episode, and even if you didn't, they basically had
this conversation, Richard Sutton. He was a famous Al researcher, had this whole bitter lesson meme, and
he talked about how LLMs almost are kind of a dead end, and he thinks we're going to really plateau
around LLMs because of the way they learn. What's your take there? Do you think LLMs will get us to AGI
or beyond, or do you think there's going to be something new or a big breakthrough that needs to get us
there?

FRCERIR:

BR— I HEHAEN AR, BEHR—EREXNMAR, FBIRAIEEF T Dwarkesh F Richard Sutton BIBRHEARE
&, BERE, MI1EA _EiTET Richard Sutton B9, tR—UEZN ARG, RETERN “BREN
#Z3)II” (Bitter Lesson) i, i%kZEl LLM (KiBSHERE) JIER— IR, MANBHFENMNNEIAFK, &
T27E LLM B8R, MMINEERMA? IR LLM BEREATER AGI EEFIZIG? XE2MIANANFTE—Le
AR E AR A BEIREIARE?

[00:33:42] Edwin Chen
English:

I'm in the camp where | do believe that something new will be needed. The way | think about it is when |
think about training Al, | take a very... | don't know if | would say biological point of view. But | believe
that in the same way that there's a million different ways that humans learn, we need to build models
that can mimic all of those ways as well. And maybe they'll have a different distribution of the focuses
that they have. | know that it'll be different for humans, so maybe they have a different distribution, but
we want to be able to mimic their learning abilities of humans and make sure that we have the
algorithms and the data for models to learn in the same way. And so to the extent that LLMs have
different ways of learning from humans, then yeah, | think something new will be needed.

FROCERIR:

HRETHEFEMRANIT—IK,. ZRNBEHAZ, SHEEIIKA N, ZHFE—HM - RANERETZHE
“EMET MR BEARE, MEAXRERTLEAMEISR &, RIUFENREBRMFAAEXESN
MRE, WIFENIMNERSHRERRE. RANEXSAEXRR, FIUBFENNSHARE, ERNFLEEE
BIRHARNFEIES, FRERBIABILRELUEESNFEINEEZNKE. Fit, 53 LUMS5AEXEIFR
AENEEMNS, 28, ZHANFERNARS,

[00:34:32] Lenny Rachitsky
English:

This connects to reinforcement learning. This is something that you're big on and something I'm hearing
more and more is just becoming a big deal in the world of post-training. Can you just help people
understand what is reinforcement learning and reinforcement learning environments, and why they're
going to be more and more important in the future?

AR ERIE:

X5581%F>) (Reinforcement Learning) BX. XZRIFFEFENRA, HWIAFERESHAREERI
GURMEERIFEEER, MEBAKIER-THAZRUEIMBUFEINE, URATAENERKZHFR



HWEEG?

[00:34:49] Edwin Chen
English:

Reinforcement learning is essentially training your model to reach a certain reward. And let me explain
what an RL environment is. An RL environment is essentially a simulation of real world. So think of it like
building a video game with a fully fleshed out universe. Every character has a real story, every business
has tools and data you can call, and you have all these different entities interacting with each other.

AR ERIE:

SR B EBINGREVRE RREIR MR, LHBE—THARRL (BLFS]) iR, RLIFMEAR LR
ML R BIIED, (RAILIBERRAWE—MRAE TBFHMBIAMEYR. S1TABMEELNNSE, 8K
A EEIRAILUARN TAMKE, FrEXEARRKIAEHREEEER,

[00:35:12] Edwin Chen
English:

For example, we might build a world where you have a startup with Gmail messages, and Slack threads,
and Jira tickets, and GitHub PRs, and a whole code base. And then suddenly AWS goes down. And Slack
goes down. And so, "Okay. Model, well, what do you do?" The model needs to figure it out. So we give
them models tasks in these environments, we design interesting challenges for them, and then we run
them to see how they perform. And then we teach them, we give them these rewards when they're doing
a good job or a bad job.

FRCERIR:

Fan, JAIATERSME— IR, HPE-KEIQE, EEHA Gmail BB, Slack &i2. Jira TH. GitHub
PR LURZENREDE, ARRAAWS ENT, Slack tBEET. FREAIR: “GF7, RE, RHEAN? 7 EE
FEECEANERR, FRURMNEXERRHARBFBERS, NEMTEENRE, ARETENERNR
nfal. BFERNBFEN], SelISEFSRTRS FHRMIRH,

[00:35:40] Edwin Chen
English:

And | think one of the interesting things is that these environments really showcase where models are
weak at end-to-end tasks in real world. You have all these models that seem really smart on isolated
benchmarks, they're good at single step tool calling. They're good at single step instruction following. But
suddenly you dump them into these messy worlds where you have confusing Slack messages and tools
they've never seen before, and they need to perform right actions and modify the [inaudible 00:36:06]
and interact over longer time horizons where what they do in step one affects what they do in step 50.
And that's very different from these kind of academic single step environments that they've been in
before, and so the model just fails catastrophically in all these crazy ways.

FROCERIR:

HANEBHN—RE, XEMRAELMER 7T REENSSEFRIREIRESTNSER. FERSERENIINE
HENRPERRIERER, SNEBERKESTRFR, BRESELER. BAMRALENZHXLERE T
5, EXLAEZR Slack HEMMAKRRINTAR, ENEERITERNRE. BoAE, AEERKNEE



ERFTRE—F—THNRFIEMEFE+D . X5ENZmEBIBLEZRUBNBETIFRIFERR,
IR R 2 DR FRIERY 75 VBB B K

[00:36:21] Edwin Chen
English:

So | think these RL environments are going to be really interesting playgrounds for the models to learn
from that will essentially be simulations and mimics in real world, and so they'll hopefully get better and
better at real tasks compared to all these contrived environments.

AR ERIE:

PRIAFIN X EE RL IMER A RBE F I MIFE R BE R, 1R LRSS RERMARG. Fit,
SFRERXEANGITHIFREL, EfEEEMERLESHERSHRELT.

[00:36:35] Lenny Rachitsky
English:

So I'm trying to imagine what this looks like. Essentially, it's like a virtual machine with, | don't know, a
browser or a spreadsheet or something in it with like, | don't know, surge.com. Is that your website,
surge.com? Let's make sure we get that right.

AR ERIE:

FAILBIAERR—TFTXEMH AN, KARL, EME—TEM, EEENKE. BFRIEZENEKRA, £F
Eb4n surge.como FBZARITRIMELID, surge.com? FKITEMFRRIT T o

[00:36:49] Edwin Chen
English:

So we are actually surgehqg.ai.
R EE:

FHAEPR L2 surgehq.ai.

[00:36:52] Lenny Rachitsky
English:

Surgehq.ai. Check it out. We're hiring it, | imagine. Yes. Okay. So it's like, cool, here's surgehq.ai. Your job,
here's your job as an agent, let's say, is to make sure it stays up. And then all of a sudden it goes down and

the objective function is figure out why. Is that an example?
R EIE:

Surgehq.ai. AREEE. BIEMHIERA. 260, F0, FAUEGE: B, X2 surgehq.ai. fRITHE, B
BIRE—NEEEE (agent), REBREERET. AERATENT, EFRUMRERBEE, XE—6)
Fg?



[00:37:12] Edwin Chen
English:

Yeah, so the objective function might be... Or the goal of the task might be, okay, go figure out why and fix
it. And so the objective function might be, it might be passing a series of unit tests, it might be writing a
document like maybe it's a retro containing certain information that matches exactly what happened,
there's all these different rewards that we might give it that determine whether or not it's succeeding,
and so the models, we're basically teaching the models to achieve that reward.

AR ERIE:

2R, BIFRBATER - NEESNETIER: ZREREHEEE. BRREAIEESEI—RTIET
i, RERET—MHXE, Hil—HEa5XRFRERRTEVENESHNEMRS. RITAUEFERMAR
HURBIRAETERE M, FrUIRNER LR EBER KRG KA.

[00:37:38] Lenny Rachitsky
English:

So essentially it's off and running. Here's your goal, figure out why the site went down and fix it. And it
just starts trying stuff, we're using everything, all the intelligence it's got, it makes mistakes, you kind of
help it along the way, reward it if it's doing the right sort of thing. And so what you're describing here is
this is the next phase of models becoming smarter. More RL environments focused on very specific tasks
that are economically valuable, | imagine.

FRCERIR:

FRAARB EEMARIETT. Bing: RENESTNREHEE. EFRSREMSE, FBCHENMmE
BHe, ERLH, RIEIRFRMTEL, IRCEHEHMETRED. PRAAREX BRI REE TS EIERA
WTF—1PME: BT TFABLFNENITEESH RL TR,

[00:38:04] Edwin Chen
English:

Yeah, so just in the same way that there were all these different methods for models of learning in the
past, originally we had SFT and RHF, and then we had rubrics and verifiers. This is the next stage, and it's
not the case that the previous methods are obsolete, this is, again, just a different form of learning that
compliments all the previous types, so it's just like a different skilled model not only to learn how to do.

FROCERIR:

28, MEISEEEMAENERFIHGEZ—HF—R4IKXNE SFT M RLHF, ARE T IEOTRENIIES,
XE TR, XHARZHRURNGZEIRT, XARFS—MERNFES), BRZARERENE, MK
EREERF IN—MAREE.

[00:38:30] Lenny Rachitsky
English:

And in this case, it's less some physics PhD sitting around talking to a model, correcting it, giving it evals
of here's what the correct answer is, creating rubrics and things like that. More it's like this person now
designing an environment. So another example I've heard is like a financial analyst. Just like, "Here's an



Excel spreadsheet, here's your goal, figure out our profit and loss," or whatever. And so this expert now,
instead of just sitting around writing rubrics, they're designing this RL environment.

AR ERIE:

AEXMIERT, mABESYEAFTLERENRENE, YIEE. SHITESFEERERZFA. QIEWT
DIREZENT . BZHNEXTAREERIT - R, HIFIHS—MIFREMOFIT. mE2: X2
— 1 Excel ®4&, XZ2MMYER, BHFENHREER.” AUAXUETRAETABERZEITOITE, MEERIT
XA RL IR,

[00:38:56] Edwin Chen
English:

Yeah, exactly. So that financial analyst might create a spreadsheet, they may create certain tools that the
model needs to call in order to help fill out that spreadsheet, like it might be, okay, the model needs to
access Bloomberg terminal. It needs to learn how to use it. And it needs to learn how to use this
calculator. And it needs to learn how to pour on this calculation. So it has all these tools that it has access
to. And then the reward might be... Okay, it's like maybe | will download that spreadsheet and | want to
see, does cell B22 contain the correct profit and loss number? Or does tab number two contain this piece
of information?

AR ERIE:

Hiho BMIERO MM RERCIE—PRFRE, MRS CIERESERARNTEL T EREENESRK,
tban, BEEELREIELRE (Bloomberg terminal), EREFIMAFERE; ©EEEFSIIMNAFEAXMT
g, FIWMAHTEXTITE, SHEUTLUFRNAEXE TR, REXFHAIER - LB THBIT
%, BB BARER S ERNRERT, ABE - IMIENRETEAXEER.

[00:39:37] Lenny Rachitsky
English:

And what's interesting, this is a lot closer to how humans learn. We just try stuff, figure out what's working
and what's not. You talk about how trajectories are really important to this. It's not just here's the goal
and here's the end, it's like every step along the way. Can you just talk about what trajectories are and
why that's important to this?

FRCERIR:

BEBNE, XERHEAXNFEIFH. RNRAREE, AEFERHITLAEY, ALK MKE “HNE”
(trajectories) MULIFEBE, MMUXZERMER, MEIBRFHNE—D, MEERKTARIT, UkAt
AEREED?

[00:39:55] Edwin Chen
English:

| think one of the things that people don't realize is that sometimes even though the model reaches the
correct answer, it does so in all these crazy ways. So it may have in the intermediate trajectory, it may
have tried 50 different times and failed, but eventually it just kind of randomly lands on a correct number.
Or maybe it is... Sometimes it just does things very inefficiently or it almost reward-hacks a way to get at
the correct answer, and so | think paying attention to the directory is actually really important.



AR ERIE:

?Jii)dj)&ﬂ‘]iﬁﬁ“iﬂ%ﬂﬂ’]—ﬁa BNEFEMESHTERER, CRTEMIREIEEEE, EEHTH,

AIREEIX T 50 REBKM T, BREREMHINELT —MEBRNHT. HEERNEHMEBERRRE, HE/LFER
\BE “ERERE” (reward-hacking, 1ERHENIG) MWARFETERER, FAUIIARFK TS ENTEPR EIE
BEE,

[00:40:20] Edwin Chen
English:

And | think it's also really important because some of these trajectories can be very long. And so if all
you're doing is checking whether or not the model reaches the final answer, it's like there's all this
information about how the model behaved in the immediate step that's missing. Sometimes you want
models to get to the correct answer by reflecting on what it did. Sometimes you want it to get it at the
correct answer by just one-shotting it. And if you ignore all of that, it's just like teaching it... just missing a
lot of the information that you could be teaching a model to do.

FROCERIR:

HNAXBRER, AABELENDAEIFER NRMARNEREEEATRAESR, BAXTREES
B ZBEPNARANAEEEMEZER. ENMEFEREBIREBCHNTHRFLHERESR; BRMEEE
REEE—mEI, MRFBETRIAEXLE, MERERE B TRSMA UBIRE XMERISOHES.

[00:41:03] Lenny Rachitsky
English:

| love that. Yeah, it tries a bunch of stuff and eventually gets it right. You don't want it to learn this is the
way to get there. There's often a much more efficient way of doing it. You mentioned all the kind of the
steps we've taken along the journey of helping models get smarter. Since you've been so close to this for
so long, | think this is going to be really helpful for people. What's kind of like been the steps along the
way from the first post-training that has most helped models advance? Where do evals fit in the RL
environments? Just like what's been the steps and now we're heading towards RL environments?

FRCERIR:

HERX M= B, ERRTHARAREHMNT, BRFRILERE “XMESEMRBERNE—BE" -
BEBEESHAZE. M2 T RNEERETIRAIRIZEFFARMNFAES R, BRAMRKIAUR—EIT
BEXNGE, REXWNARZBREEY. MEVNEIIGFR, BEPBRBENHATEPRKR? TG
(evals) 7 RLIFFEHATFHAME? BFRUEASRREFN, URFKMNMERMMER RL FIER?

[00:41:33] Edwin Chen

English:

Originally, the way models started getting post-trained was purely through SFT. And-
FRZERiE:

&), REFEHITRIIGH A ERZ®E SFT, ME—

[00:41:41] Lenny Rachitsky



English:

What does that stand for?
FEiE:

BARMTA?

[00:41:42] Edwin Chen
English:

So SFT stands for supervised fine-tuning. So again, | think often in terms of these human analogies, and
so SFT is a lot like mimicking a master and copying what they do. And then RLHF became very dominant.
And analogy there would be like sometimes you learn by writing 55 different essays and someone telling
you which one they liked the most.

FROCERIR:

SFT AREE A (supervised fine-tuning) . R, REFERALNLLREREBE, SFTEFBGERKITHE
FIMtEAIRMIE. A/ RLHF (ARXRBEREFS)) TRIEEER. IBEMNLLRmEGRE, BRT@ETE 55 FRE
MXE, AEEASFTMIRERH—ERFES,

[00:42:04] Edwin Chen
English:

And then | think over the past year or so, rubrics and verifiers have become very important. And rubrics
and verifiers are like learning by being graded and getting detailed feedback on where you went wrong.

FROCERIR:

REFIANNTEISE—FEENBEIER, 1E9WRE (rubrics) MILIERE (verifiers) TRIEBEE, WHHEMN
WiESEMGRBIRIT I HRFR TR EMERIFE R TRT S,

[00:42:17] Lenny Rachitsky

English:

And those are evals, another word for that?
FRERIE:

BLMZBITEL (evals), RENS—FULELD?

[00:42:19] Edwin Chen
English:

Yeah. So | think evals often covers two terms. One is you are using the evaluations for training because
you're evaluating whether or not the model did a good job, and when it does do a good job, you're
rewarding it. And then there's this other notion of evals where you're trying to measure the model's
progress like, okay, yeah, | have five different candidate checkpoints and | want to pick the one that's best
in order to release it to the public. So going to run all these evals on these five different checkpoints in
order to decide which one is best.



FRSCERIE:
2. HIAREME (evals) BEREEMIZ, —RIMBEIMEATIIE, RAMETGREZEMHET, YE

ISR, MMATFRE. Z—MHENMSRXEGERENHE, Ll REETFRANERELER
(checkpoints) , HAREHFFHN—DMEBLALR. FAIURER XA NTEIEE RISTTEXLETE, LUR

Eﬂﬂﬁ—/l\ﬂeﬂ?o

[00:42:51] Lenny Rachitsky
English:

Awesome.

FEiE:

KiET o

[00:42:51] Edwin Chen

English:

Yeah, and now we have RL environments, so this is kind of like a hot new thing.
FRERIE:

=8, WERMNET RLIME, XEZEBrI=MAIINHED.

[00:42:55] Lenny Rachitsky
English:

Awesome. So what | love about this business journey is just there's always something new. There's
always this like, okay. We're getting so good at just all this beautiful data for companies and now they
need something completely different. Now we're setting up all these virtual machines for them and all

these different use cases.
AR ENIE:

AET. REWKBEUKEN—S2, SEFAELN. SEXMEN: B8, RIIBEESEKIAT
IREREEMMIET, ERNINBERLRRNAAT. NERINENBIIE B EEMNAFEX
Ee SRRl

[00:43:08] Edwin Chen
English:

Yep.

FREiE:

o

[00:43:08] Lenny Rachitsky

English:



And it feels like that's a big part of this industry you're in, it's just adapting to what labs are asking for.
FRZERIE:
ROEXIMEIRFTR TN —NEEE S, MEAFMENERENREK.

[00:43:13] Edwin Chen
English:

Yeah. So | really do think that we are going to need to build a suite of products that reflect a million
different ways that humans learn. Like for example, think about becoming a great writer. You don't
become great by memorizing a bunch of grammar rules. You become great by reading great books, and
you practice writing, and you get feedback from your teachers and from the people who buy your books
in a bookstore and leave reviews. And you notice what works and what doesn't. And you develop taste by
being exposed to all of these masterpieces and also just terrible writing. So you learn through this endless
cycle of practicing reflection, and each type of learning that you have, again, these are all very different
methods of learning to become a great writer, so just in the same way that... it's a thousand different
ways that the great writer becomes great, | think there's going to be a thousand different ways that Al
[inaudible 00:44:05] need to learn.

AR ERIE:

B, HBWIANNBRNFENE—Em, KRBRAXZINATLEAHARN. i, BRMERA—ZFK
MEXR. MABBIHIRIEEEMNEHEAN, MBEIFIREE. HIG5F. MEMUREBEXRIFHBH
BTERRERERTRRMEFKE, (RRETEFAEN, AL METEMFTEXERIELURFE
FRREmEEFT MK, FrLUREI XM MR ENERBEHRKFES], SMHFIRE —FRRE, XLEH2
BABARERNBAFTRNFEI S EF—REHEREREAZE—THAR 1, AN A BFEE—THRRE
BFEI A

[00:44:05] Lenny Rachitsky
English:

It's so interesting this just ends up being just like humans in so many ways. It makes sense because in a
sense, neural networks, deep learning is modeled after how humans have learned and how our brains
operate, but it's interesting just to make them smarter. It's how do we come closer to how humans learn

more and more?
RS ERIE:

BE®, XEREZFEARLBEEMAL—FE, XREE, ANETEMEX L, BMENEZNREZIMERA
AEZIHFRAMAREER NEERN, EFEE, NTILENEREA, RINFRiLElTEREELALNT
Bk v

[00:44:22] Edwin Chen
English:

Yeah, it's almost like maybe the end goal is just throwing you into the environment and just seeing how
you evolve. But within that evolution, there's all these different sub-learning mechanisms.

FRCERIR:



20, NFMRGERETMEBREHFRES, BRNAHEK, BEEUNIET, FEREXERENFF
SIH o

[00:44:34] Lenny Rachitsky
English:

Yeah, which is kind of what we're doing now, so that's really interesting. This might be the last step until
we hit AGI. Along these lines, something that's really unique to Surge that | learned is you guys have your
own research team, which | think is pretty rare, talk about just why that's something you guys have

invested in and what has come out of that investment.
Enix:
=, XERHITIMEEEM, FIAXIEEET B, XoTEEHNAE AGl Z2FlRE—%., BEX B,

T #EE| Surge IFE RIS — K ZRTAE B AR IM, FIAAXEEFER. KRIFNATABREX T
FIBA, AKX R TR T+ ARMRR?

[00:44:52] Edwin Chen
English:

Yeah, so | think that stems from my own background. My own background is as a researcher. And so I've
always cared fundamentally about pushing the industry and pushing the research community and not
just about revenue. And so | think what our research team does is a couple different things. So we almost
have two types of researchers at our company. One is our forward-deployed researchers who are often
working hand in hand with our customers to help them understand their models.

FRCERIR:

2H, WANNIXBFETRECHER. RFEAMB—RBARR. AU —BEMRE EXOHERDITI AR XA
KB, MAMUNEER. FIANKNOARENEEMRESE, ZIIQBLFERMEROMARR . —H2K
118y “FizaRE” (forward-deployed) 5, TEESEFFHFEE, HEIIERE SHRE,

[00:45:13] Edwin Chen
English:

So we will work very closely with the customers to help them understand, "Okay, this is where your
model is today. This is where you're lagging behind all the competitors, these are some ways that you
could be improving in the future, given your goals, and we're going to design these data sets, these
evaluation methods, these training techniques to make your models better." So this very collaborative
notion of working with our customers being researched by themselves, just a little bit more focused on
the data side, and working hand on hand with them to do whatever it takes to make them the best.

AR ERIE:

RINZ5EFEVIGE, BEt1ER:. “WE, XEMERIPR, XBMEETRSENFHMT, RIFIREY
Bi5, XEBIRERKAUBHNTG E. BRI XEHES. THEAEMIIGEARKILAHERTRE
8.” XE—MIERMENIESR, SEFA—EHITHR, RARENETHESE, HS5MIHBIEN, FE—T
AL AR N RERAY



[00:45:57] Edwin Chen
English:

And then we also have our internal researchers. So our internal researchers are focused on slightly
different things. So they are focused on building better benchmarks and better leaderboards. So I've
talked a lot about how | worry that the leaderboards and benchmarks out there today are steering
models in the wrong direction, so yeah, so the question is, how do we fix that? And so that's what our
research team is focused focused really heavily on right now. So they're working a lot on that.

AR ERIE:

RRBNNEERSARS. RHBARIKEINEBERERE. WM ETHEEFHEENLMAHTE. HE
ZWTRSZXTHIBOEINHTEMEENRELRES| RERS @R, FrdREE: FiNEEsE
E? XRERIMNVAREANERERKCNAR. WIEX—RRANTRZE.

[00:46:23] Edwin Chen
English:

And they're also working on these other things like, "Okay, we need to train our own models to see what
types of data performs the best, what types of people perform the best." And so they're also working on
all these training techniques and evaluation of our own data sets to improve our data operations and the
internal data products that we have that determine what makes something good quality.

FRCERIR:

AR EMEMSERS, bl “FRONFRBINGE SRR, EEMMEENSIERINRLY, WHHEE AR
Rif.” FRLABITB TR A XL A M TATE SEIRERITE, USOHRI TRV SIRE EN N Bz~
I:ll:léh }Aﬁﬁﬁi?{-l_zj—%% J\%o

[00:46:46] Lenny Rachitsky
English:

It's such a cool thing because | don't think basically the labs have researchers helping them advance Al. |
imagine it's pretty rare for a company like yours to have researchers actually doing primary research on
Al

FRCERIR:

XKEET, BARTIAA—RNLRESTINIARREBMAINEH Al, BBGRIIXENQE, BHRARELE
#17 Al EREERZE (primary research) , RIFFEZENA,

[00:46:59] Edwin Chen
English:

Yeah, | think it's just because it's something I've fundamentally always cared about. | often think about us
more like a research lab than a startup because that is my goal. It's kind of funny, but I've always said |
would rather be Terrence Tau than Warren Buffett, so that notion of creating research that pushes the
frontier forward and not just getting some valuation, that's always been what drives me.

FRCERIR:



2, FEXRABAANXZEMRE E—EXONFRA, REERTHNEGR—TMHARAERE, MAR—X
WelrEl, ANIEENER. XERER, BRLHKTEMAMEEH (Terrence Tao) MAZEXE - BIE
Yo ARMENEREEIRTO R RIEAR, MAMUNZRIGEMEENIES, —HEERATHOENI,

[00:47:25] Lenny Rachitsky
English:

And it worked out. That's the beautiful thing about this. You mentioned that you were hiring researchers,
is there anything there you want to share folks you're looking for?

AR ERIE:

MERNT . XMEXHFERPHIMTT, REZRINEEEMRRLRE, BHABIZENE? RIEHRAAFR
A?

[00:47:32] Edwin Chen
English:

So we look for people who are just fundamentally interested in dataset all day. So types of people who
could literally spend 10 hours digging through a dataset, and playing around with models, and thinking,
"Okay, yeah, this is where | think the model's failing," this is the kind of a behavior you want the model to
have instead, and just this aspect of being very hands-on and thinking about the qualitative aspects of
models and not just the quantitative parts. So again, it's like this aspect of being hands-on with data and
not just caring about these kind of abstract algorithms.

FRCERIR:

FNFHHEREZERWNBIEERREMEBHIAN. SEIMEER 10 MO ESES. BFREATEZ 47
B, REF/RBEXERNT” . “HWEBEERMEXMITRA A, I1IFETESE, BEEENEN
HE, MARZBEED. PR, BXREE, mERMHEEFAIRYE, MAKOHMREZEN A

[00:48:07] Lenny Rachitsky
English:

Awesome. | want to ask a couple broad Al kind of market questions. What else do you think is coming in
the next couple of years that people are maybe not thinking enough about or not expecting in terms of
where Al is heading? What's going to matter?

FRCERIR:

KET . FERLDXT Al HZNERET. MARERRLE, XTFANRKEAR, TEMBLEZANBER
RIHRITHEIN? FASTBER?

[00:48:20] Edwin Chen
English:

| think one of the things that's going to happen in the next few years is that the models are actually going
to become increasingly differentiated because of the personalities and behaviors that the different labs
have and the kind of objective functions that they are optimizing their models for. | think it's one thing |



didn't appreciate a year or so ago. A year or so ago, | thought that all of the Al models would essentially
become very commoditized. They would all behave like each other, and sure, one of them might be
slightly more intelligent in one way today, but sure, the other ones would catch up in the next few
months. But | think over the past year, I've realized that the values that the companies have will shape the
model.

FROCERIR:

HINARKNEZREN—HER, BELFLITFERKEERL. XEENTRLEEAENMENITH
AR, UK EERFRANERRETR. XB—FrHFELTIREN. —Fal, FUARER AIRE
RAHZLRFEBEERK (commoditized) s EfINRIZKENZ, HA, SKEP—NEIREERSEHEM
BE—=, BHMRESERER TR TBERE LK, EEIEN—FE, HRIRAQTHNENIEE
RE,

[00:49:09] Edwin Chen
English:

So let me give you an example. So | was asking Claude to help me draft an email the other day, and it
went through 30 different versions. And after 30 minutes, yeah, | think it really crafted me the perfect
email, and | sent it. But then | realized that | spent 30 minutes doing something that didn't matter at all.
Sure, now | got the perfect email, but | spent 30 minutes doing something | wouldn't have worried at all
before, and this email probably didn't even move the needle on anything anyways.

FRCERIR:

IEFENIF. BIJLRIXIL Claude FBIEFE—H B, €T 30 MFRBARAE. 30 o#/E, B8, HRETE
HSSARTH T —H R, ARKERTHE. BREHFTIRE, HET 30 DM T —HREFEENE
B MR, RMERIT —HERMER, BRET 30 28T —4HRURREARSBONE, mEXHHBH
BIREXERIEIBERR B KRR F R

[00:49:35] Edwin Chen
English:

So I think there is a deep question here, which is, if you could choose the perfect model behavior, which
model would you want? Do you want a model that says, "You're absolutely right. There are definitely 20
more ways to improve this email," and it continues for 50 more iterations. And it sucks up all your time
and engagement. Or do you want a model that's optimizing for your time and productivity and just says,
"No, you need to stop. Your email's great. Just send it and move on with your day"?

AR ERIE:

BN RE— NRRNEE: MBATASUAEREWEEITR, (MISRRIEL? (HEE— R
URRLER, BETE 20 HISATTLIEOEREE FHAER 508, FERIFFTENSIENNRE? &
REZ—HIEANE. RENE, HER F, FRETT, MOBESEHRE, EERREREIIN
M—X" HORRL?

[00:49:59] Edwin Chen

English:



And again, just because... In the same way that there's like a kind of a fork in a road between how you
could choose how your model behaves for this question, it's like for every other question that models
have, the kind of behavior that you want will fundamentally affect it. It's almost like in the same way that
when Google builds a search engine, it's very different from how Facebook would build a search engine,
which is very different from how Apple would build a search engine. They all have their own principles
and values and things that they're trying to achieve in the world that shape all the products that they're
going to build. And in the same way, | think all the [inaudible 00:50:40] will start behaving very differently
too.

AR ERIE:

EfEt, MEEXNRELRBETANEREESE—F, M TFREAERNES—NEMREE, (REZRIRMT
NEZMRE ERIE, XJLFRE& Google IWEEZRS|ERS NS Facebook [E, tH5 Apple REl, fthii 1R
EEHCHEN. MEMMBEEHR LXANET, XEBETHITSENENFAE M. FEiFEth, HIANFR
BERRE B FRRNGIEERE.

[00:50:41] Lenny Rachitsky
English:

That is incredibly interesting. You already see that with Grok. It's got a very different personality and a
very different approach to answering questions. And so what I'm hearing is you're going to see more of
this differentiation.

FRCERIR:

XIEEBE, RBLTE Grok B LBETX—R. EBEEFREFRNMEMIFEARRNEIE RIS N FIFK
IFEINE, MEFIESZXMER,

[00:50:52] Edwin Chen
English:

Yep.

FREiE:

o

[00:50:53] Lenny Rachitsky
English:

Kind of another question along these lines, what do you think is most under-hyped in Al that you think
maybe people aren't talking enough about that is really cool? And what do you think is over-hyped?

FRCERIR:

BEXNERREES—NEE: RIAA Al REFEME (under-hyped) HIRTA? BWEIEAMTTIERISEESE
FBENRAE. URIRAAFTARIEE (over-hyped) BY?

[00:51:04] Edwin Chen

English:



So | think one of the things that's under-hyped is the built-in products that all of the chatbots are going to
start having. I've always been a huge fan of Claude's artifacts. And | think it just works really well. And
actually the other day, | don't know if it's a new feature or not, but it asked me to help me create an email,
and then it just created... So it didn't quite work because it didn't allow me to send the email. But what it
created instead was like a little, | don't know what we call it, like a little box where | could click on it and it
would just text someone that did this message. And | think that concept of taking artifacts to the next
level where you just have these mini apps, mini Uls within the chatbots themselves, | feel like people
aren't talking enough about that. So | think that that's one under-hyped area.

AR ERIE:

FIANBREN—R2FrEDXRIBE AR T BRENANE~mINEE. F—H=Z Claude B9 Artifacts THAERY B SE
iz, RRRFPEFEBFA. FXLAILR, BRANEEREHINEE, eHBREHG, AREIBT 1=
R TEME, BNEREERBRLEG, BEET PR WNEFHRAE, HR—TEMRIEXERE
BRATEN. FIANK Artifacts RAZT—PER, EITEHXRVBARBHEXLEHENA (miniapps)
B Ul, EEFAMMIIHCRIERS, AN R — MR EEI TR,

[00:51:54] Edwin Chen
English:

And in terms of over-hyped areas, | definitely think that vibe coding is over-hyped. | think people don't
realize how much it's going to make your systems unmaintainable in the long-term and they simply dump
this code into their code bases if this seems to work out right now, so | kind of worry about the future of
coding. It's just going to keep on happening.

FROCENIR:

EFEENENGE, BEIAAN “RERGE (vibe coding, IEERNIL Al ERBEMARRIEE) WiIE
AT MUANATRERIRE, MKIZFRE, XZIULMPRALTRFSZAMEUSLER, HIIRRENNBREE
FoREEIE, MERECEHNBER. FIUHE REBEOERENREK. SMERIAZFELE,

[00:52:17] Lenny Rachitsky
English:

These are amazing answers. On that first point, there's something | actually asked. | have the chief
product officer of Anthropic and OpenAl, Kevin Weil and Mike Krieger on the podcast, and | asked them
just like, "As a product team, you have this gigabrain intelligence. How long do you even need product
teams?" You think this Al will just create the product for you. "Here's what | want." It's like the next level
of vibe coding. It's just like tell it, "Here's what | want," and it's just building the product and involving the
product as you're using it. And it feels like that's what you're describing is where we might be heading.

AR ERIE:

XLEBEXET. XFFE—m, HEXMEE Anthropic # OpenAl IEEF & E Kevin Weil 1 Mike Krieger,
FiEMEAT:  “ER—P@EBA, BEAMRITRAEXM BEAR KRINNEEE, MIEFTE~RENAZA? 7
UG A SEERAMEES R, “‘XMERBEN . XER ‘FERRERE NESEX: RESHRE ‘&
BEFA , EMSEFRNERIREPRREENEHRS R, BROTEANERKINIATENAES .

[00:52:48] Edwin Chen



English:

Yeah, | think there is a very powerful notion where it helps people just achieve their ideas in a much
cooler way.

FRSCERIE:
21, BWIAAXR—MEERANIES, TRESBBANI—FERR A IS804,

[00:52:55] Lenny Rachitsky
English:

Something we haven't gotten into that | think is really interesting is just the story of how you got to
starting Surge. You have a really unique background. | always think about these... Brian Armstrong, the
founder of Coinbase, once gave this talk that has really stuck with me where he kind of talked about how
his very unique background allowed him to start Coinbase. He had a economics background, he had a
cryptography experience, and then he was an engineer. And it's like the perfect Venn diagram for starting
Coinbase, and | feel like you have a very similar story with Surge. Talk about that, your background there,
and how that led to Surge.

FRCERIR:

BATEESRNRITHN— RN SIEEEBNE, MIBMRED Surge HE, MEEEERENER, BEER
%l Coinbase BYBISAA Brian Armstrong B3I —REW, ILHKENZRZ, ikFIMIEEMFHNE SN
il T Coinbase: IBLEFFLE R, AEBFEK, MAMERNIREM. XEEZEIMH Coinbase HI5EE
HRE, HIBIRME Surge B BRI E. RRENES, URERUWMASISREIZ Surge B,

[00:53:31] Edwin Chen
English:

Going way back, | was always fascinated by math and language when | was a kid. | went to MIT because
it's obviously one of the best places for math and CS, but also because it's the home of Noam Chomsky.
My dream in school was actually to find some underlying theory connecting all these different fields. And
then | became a researcher at Google, and Facebook, and Twitter, and | just kept running into the same
problem over and over again. It was impossible to get the data that we needed to train our models.

AR ERIE:

EWMARALUE, FNHE—EXNHENEESE XK. BET MIT, EAREANBEERHFEMITENBZRIAR
Bt sz —, BHERAREIIER - FTEEE (Noam Chomsky) RIFR7EM, T EFAIMEESLER ERTIE
MEERAEXERRSIENREERIS. EXRIEMT Google. Facebook F1 Twitter MR F, HAMEC—IB
X—iEtERIEEFNE . R ERGSNNGIEILFR R RV,

[00:54:12] Edwin Chen
English:

So | was always this huge believer in the need for high quality data, and then GPT-3 came out in 2020. And
| realized that, yeah, if we wanted to take things to the next level and build models that could code, and
use tools, and tell jokes, and write poetry, and solve [inaudible 00:54:12], and cure cancer, then yeah, we
were going to need a completely new solution. The thing that always drove me crazy when | was at all
these companies was we had a full power of the human mind in front of us, and all the data students out



there were focused on really simple things like image labeling. So | wanted to build something focus on
all these advanced, complex use cases instead that would really help us build our next generation
models. So yeah, | think my background in kind of across math, and computer science, and linguistics
really informed what | always wanted to do, and so | started Surge a month later with our one mission to
basically build the use cases that | thought were going to be needed to push the frontier of Al.

FROCERIR:

FRIUE—BERESHREBHIENVEME, 2020 & GPT-3 £/, HEIRE, MRBIMNTBIBFEERAINT—E
R, WEEEBRIE. FRAIA. #HXE. 5% BREENERE, BARNFE—T2WOBRS R, EHLE
ARRB) IR, &ILFAERRE, RNEMAEALRENENNE, EINMENKREREIQARMETETE
BAVESFHEEFRNER. FIUBREENE- LT EITXESSR. EXAMNNAA, BEFEMBEINMNHUET—R
REL, FREL, BOANTELRE. HBENRFNESEHENBEFRERBNRE 7T H—EBRENER. TEK
E—1TAEEIAT Surge, FAIBIME—(EanTARMEIINHERD Al BIBFREBVA

[00:54:49] Lenny Rachitsky

English:

And you said a month later, a month later after what?
HRCEIE:

friie “—MAR" , BREFAZEN—TA?

[00:54:52] Edwin Chen
English:

After a GPT-3 launch in 2020.
R EiE:

£ 2020 £ GPT-3 ®F Zfao

[00:54:54] Lenny Rachitsky
English:

Oh, okay. Wow. Okay. Yeah. A great decision. What just kind of drives you at this point of... Other than just
the epic success you're having, what keeps you motivated to keep building this and building something in
this space?

AR ERIE:

MR, 908, B 8. XRB—MPARBIRE. FRTIRMENSHNERRINZI, BRIt ATERMIR? 2t4
IRRIFED NMEETE XA TUHAIE Surge?

[00:55:06] Edwin Chen
English:

I think I'm a scientist at heart. | always thought | was going to become this math or CS professor and work
on trying to understand the universe, and language, and the nature of communication. It's kind of funny,



but I always had this fanciful dream where if aliens ever came to visit Earth and we need to figure out how
to communicate with them, | wanted to be the one the government would call. And I'd use all this fancy
math, and computer science, and linguistics to decipher it.

AR ERIE:

FIANBRORLZR—TMRIFR, R—EHUNRSHN—BERFIOTENRFZEE, BOTERFHE. E5HM
ABHNAR, XEEEEN, BER—EE—IHFUNEZE. NMRHPEANLEMIKX, RNFEFEROAS M)
B, REERERTBARITBIERPHA. RSAPMEXESRIVEZE. HENBZEES FRIRKEF

o
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[00:55:33] Edwin Chen
English:

So even today, what | love doing most is every time a new model is released, we'll actually do a really
deep dive into the model itself. I'll play around with it, I'll run evals, I'll compare where it's improved,
where it's arrest, I'll create this really deep dive analysis that we send our customers. And it's actually
kind of funny because a lot of times we'll say it's from a data science team, but often it's actually just from

me.
AR ERIE:

FRUBMER SR, RERESNMHNEEMEEIAMRELEN, HMNBESWEEAFHITREMRR. HIEF
B, BT, WREEMEED T, EWERP T, ARSFH—MREDMIRERAGHNNER . XHLHE
FRE, AARSHERINSEXERE “HEHNFRI" , BEEELMERTH.

[00:55:54] Edwin Chen
English:

And I think I could do this all day. | have a very hard time being in meetings all day. I'm terrible at sales,
I'm terrible at doing the typical CEO things that people expect you to do, but | love writing these analyses.
| love jamming with our research team about what we're seeing, sometimes I'll be up until 3:00 AM just
talking on the phone with somebody on the research team and [inaudible 00:56:12] model. So | love that |
still get to be really hands-on, working on the data and the science all day. And | think what drives me is
that | want Surge to play this critical role in the future of Al, which I think is also the future of humanity.

FRCERIR:
HRERAIUBRMXGF, RREZRBRAS, RPEKHEE, BAERMANTEAE CEO MAVARLHARE

1, BERERETXEDHREG. HERMKNOAREAAITICHNNVEN, BNRIBRIZREI R, RAT
MEARE AN ERIET ISR, JERKMARFEBEDTF, BRGFAMIBENRZ. FANRDZOE, HH
£ Surge £ Al (URRAHAEXRIER, MIEINN Al FIREHLZEALEIRK,

[00:56:12] Edwin Chen
English:

We have these really unique perspectives on data, and language, and quality, and how to measure all of
this, and how to ensure it's all going on the right path. And | think we're uniquely unconstrained by all of
these influences that can sometimes steer companies in a negative direction. Like what | was saying
earlier, we built Surge a lot more like a research lab than a typical startup. So we care about curiosity and



long-term incentives and intellectual rigor, and we don't care as much about quarterly metrics and
what's going to look good in a [inaudible 00:56:56]. And so my goal is to take all these unique things
about us as a company and use that to make sure that we're shaping Al in a way that's really beneficial for
our species in the long term.

FRCERIR:

AR B85 REURNAHEX—T). NEHER—TIEEERNE LEEFEREFNNH. MARKIA
ABEVREBAZLEER B AT S MBS RNEZBFIRE, MERZARN, FHIHE Surge IRIFER
—MARKEE, MARHENMEIQE. HAMXOFEFO. KEEMMHMNEIR LO™E, MAKKOEEER
HEMIRPRINE, FAUKRNEREF AN —KQBNFAERERFZL, BERKNU—TKEZRE
AR EEA A TUREE Alo

[00:57:06] Lenny Rachitsky
English:

What I'm realizing in this conversation is just how much influence you have and companies like yours
have on where Al heads. The fact that you help labs understand where they have gaps and where they
need to improve, and it's not just everyone looks at just like the heads of OpenAl and Anthropic and all
these companies as they're the ones ushering in Al, but what I'm hearing here is you have a lot of

influence on where things head too.
R EIE:

EXRMIERHRRIRE, RURGIRZEFENQEX Al EREEERNTMA. FELL, (RMIBEERET#
IRV EREME, UNMNFEEMESHE, AFKEERXE OpenAl Hl Anthropic FRBIRIRRA, AR
1A 251 AI A, BHRAEXEREIBZE, (RMINEMHIERBERABZIE.

[00:57:30] Edwin Chen
English:

Yeah, | think there's this really powerful ecosystem where, honestly, people just don't know where
models are headed and how they want to shape them yet and how they want humanity kind of like
[inaudible 00:57:47] play a role in the future of all of this, and so | think there's a lot of opportunity to just
continue shaping the discussion.

FRCERIR:

B, WANGFEXF— N EERANESRER. EXH, AMIBAERERESERDRS, FRIEZIE
BiEel), BAMEALEX—TIHRRPRIZNETAENA R, FIUFIANBREN SR UM FX
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[00:57:52] Lenny Rachitsky
English:

Along that thread, | know you have a very strong thesis on just why this work matters to humanity and

why this is so important, talk about that.

FhSCERIE:
BEXNER, RAERHTFATAXMTEMAREXETEGEIEE RENICS, KIKIBE,



[00:58:01] Edwin Chen
English:

I'll get a bit philosophical here, but | think the question itself is a bit philosophical, so bear with me. So
the most straightforward way of thinking about what we do is we train and evaluate Al. But there's a
deeper mission that | often think about, which is helping our customers think about their dream objective
functions. Like yeah, what kind of model do they want their model to be? And once we help them do that,
we'll help them train their model to reach their north star and we'll help them measure that progress.

FRCERIR:

XEHRZRFERETE, BERUNRNERSMEREFZEY, MUEZER, BERINIENKRENARZ:
HATNEMTE Al, EREEBE-—NERBENMED, BRIFZPDKRNNEFLBEMIIZTRTH “BIFE
oo tbmn, AL E SRR AT ARNRE? —BRITFEBMIIBER T X—=, RITMESEtbI T
SHIRBILOREIMBAIRY “tiRE” Bin, HEBM(EEHE,

[00:58:50] Edwin Chen
English:

But it's really hard because objective functions are really rich and complex. It's kind of like the difference
between having a kid and asking them, "Okay, what test do you want to pass? Do you want them to get a
high score on SAT and write a really good college essay?" That's a simplistic version versus what kind of
person do you want them to grow up to be? Will you be happy if they're happy no matter what they do or

are you hoping they'll go to a good school and be financially successful?
FREiE:

EXIFERME, HAETREFEFERESR. XERGHRETF: RERM] “FREBEIFAZIRH? REE
SAT HESHHEH—RRENAZHFLNG? * XEEBUHRE. MEREHREZ: FHEEMITKK
ERATAEBNA? MRMWINTLEHTLABRRE, MIBEIMEG? TR2IRFEMN] EZ2RHREVS LAY
FXI?

[00:59:25] Edwin Chen
English:

And again, if you take that notion, it's like, okay, how do you define happiness? How do you measure
whether they're happy? How do you measure whether they're financially successful? It's a lot harder than
something measuring whether or not you're getting a high score on the SAT, and what we're doing is we
want to help our customers reach, again, their dream north stars and figure out how to measure them.
And so | talked about this example of what you want models to do when you're asking them to write 50
different evaluations. Do you just continue them for 50 more or do you just say, "No, just move on
[inaudible 00:59:25] because this is perfect enough."

FRSCERIF:

B, MNBRMESXIUS, BEMERT  RINAENXFR? RINAEHEMIIREERE? MNAEHEMn12
BEMSE ERIN? XELEE SAT DHERES, MBITEEMM, REHBEHFITNE XTI 128 haIR
BB, HFESRNAEEC]. FRUREI TIMNMIF: YRERERES 50 MREITEEN, FREZCMMt
4W? BUETBHETS 50 1, XREER ‘KR, FitAik, AAXBLEBTET” o



[00:59:44] Edwin Chen
English:

And the broader question is, are we building these systems that actually advance humanity? And if so
how do we build the data sets to train towards that and measure it? Are we optimizing for all of these
wrong things, just systems that suck up more and more of our time and make us lazier and lazier? And
yeah, | think it's really relevant to what we do because it's very hard and difficult to measure and define
whether something is genuinely advancing humanity. It's very easy to measure all these proxies instead
like clicks and likes.

AR ERIE:

BrzRER: BMNESENERERMASHEIHNAR? MRS, RNNAEEKESEKBAEX A
GHETEHE? RIESENFMAEXEERNAREHITMA, NXEWEBLERERNTERESEE. L35
HREMBENRR? TANNXESENVITEBTEX, ENBENEXREGEESTHEERD T ALXESZIFE
EXER. Rk, BEREEMNRBRFERIER (proxies) MIFEEZ.

[01:00:12] Edwin Chen
English:

But | think that's why our work is so interesting. We want to work the hard, important metrics that require
the hardest types of data and not just the easy ones. So | think one of the things | often say is you are your
objective function. So we want the rich, complex, objective functions and not these simplistic proxies.
And our job is to figure out how to get the data to match this. So yeah, we want data, we want metrics
that measure whether Al is making your life richer. We want to train our systems this way. And we want
tools that make us more curious and more creative, not just lazier.

AR ERIE:

BHIAANXERKNTIFEBIMTS, FNEZMIEILEREBSRNER, XEETTEERMERINAIHE,
MAXNERZREBEE. RERN—DIEZ: “MMEMIERRE o FAIURIMEXRFE. EXNER
2, MARXEFBEMHERIET. RMNNIFREFFRBNARTSZNENEE. 28, HINBEXR
15, BEeEHE A BEILIFNEETRTEFERET. RINNBUXMAGRGRNNRS. HIEEEILIRA]
TREWE. EALIESN, MAUNEEMBH LA,

[01:00:37] Lenny Rachitsky
English:

Wow. | love how what you're sharing here gives you so much more appreciation of the nuances of
building Al, training Al, the work that you're doing. From the outside, people could just look at Surge and
companies in the space of, okay, cool. They're just creating all this data, feeding it to Al. But clearly there's
so much to this that people don't realize, and | love knowing that you're at the head of this, that someone
like you is thinking through this so deeply. Maybe one more question, is there something you wish you'd
known before you started Surge? A lot of people start companies, they don't know what they're getting
into. Is there something you wish you could tell your earlier self?

AR ERIE:

o HEMIRNENXLERR, TILAMTE AL I Al UL TENANERE T ERNER. M
nBE MTAIBER R RS Surge MIXX AR RAZBALISHIEHIRS Al. BEAR, XEEERZANEERIRE
FIRAE. RREHMEMEASXESE, REXFNATNERANMBEXEEH, WiFEE—1 R £



7 Surge Z 71, BHARIMFEECELNER? REANDATRAFNEE SKEIGT 4. BHARIRE
EERFHNBESHE?

[01:01:11] Edwin Chen
English:

Yeah, so | definitely wish I'd known that you could build a company by being heads down and doing great
research and simply building something amazing. And not by constantly tweeting and hyping and
fundraising. It's kind of funny, but | never thought | wanted to start a company. | love doing research. And
| was actually always a huge fan of DeepMind because they were this amazing research company that got
bought and still managed to keep on doing amazing science. But | always thought that they were this
magical ILR unicorn.

FRCERIR:

EH, BRREFRERESE, RALBIELET. BEANARANBHIZANRERREI-RAF, M
FRBEI LM, WENRR. BEREN, BMREIRED—RRF. BRAEHMAR. B—EHFER
7 DeepMind, ENMIIR—RT AENARELQE, EMERWIET, HARKRSENET MENRFEHR. B
H—EUAMZBMHARTERIE REE" .

[01:01:45] Edwin Chen
English:

So | thought if | started a company, I'd have to become a business person looking at financials all day and
being in meetings all day and doing all this stuff that sounded incredibly boring and | always hated. So |
think it's crazy that didn't end up being true at all. I'm still in the weeds in the data every day. And | love it.
| love that | get to do all these analyses and talk to researchers. And it's basically applied research where
we're building all these amazing data systems that have really pushed the frontier of Al.

FRSCERIF:

FRFRURNINRERNDAT, BB ATHE— N BERITEMSIRR. BRXASNEEA, MAEXLRERE
HEMBEZE —BENRNER, BRESBRIEINE, SLR2TE2XH, REXMASEHER, BRAEX—
B, BREWHXLESH, ERHMARRAR . SEAFMENAHAR, BRITEEWEMEXLEIRANIRER
%, BEIFHRNT Al BIATE,

[01:02:01] Edwin Chen
English:

So yeah, | wish | know that you don't need to spend all your time fundraising. You don't need to
constantly generate hype. You don't need to become someone you're not. You can actually build a
successful company by simply building something so good that it cut through all that noise. And | think if
I known this was possible, | would've started even sooner, so | [inaudible 01:02:18] that.

FRCERIR:

FREL, =, REERERMEMRAFRICFANEMEERME L, FRERHRHIERL, FTHEEEM—1E
BAOBIA. fREFRERAILUES M BBFHNARFEREL —RAIN AR, FEIRUSFEFRBNES. NRK
RREX AN, HARESERA,



[01:02:18] Lenny Rachitsky
English:

And that is such an amazing place to end. | feel like this is exactly what founders need to hear, and | think
this conversation's going to inspire a lot of founders, and especially a lot of founders that want to do
things in a different way. Before we get to a very exciting lightning round, is there anything else you
wanted to share? Anything else you want to leave our listeners with? We covered a lot of ground, it's
totally okay to say no as well.

AR ERIE:

XE— N RENEE, ERFXERLIBAZTEREN, BRESXIEZHHESEIWA, THERLERLL
AEBGABENEIBA. FENEBHEEHANBRIERZH, REBHARDENG? BEHARBLITRE
13? HMNELITETRS, MRKITABRHTEHIEEKXR,

[01:02:37] Edwin Chen
English:

| think the thing | would end with is | think a lot of people think of data labeling as it relates to simplistic
work. Like labeling cat photos and drawing bounding box around cars. And so I've actually always hated
the word data labeling because it just paints this very simplistic picture when | think what we're doing is
completely different. | think a lot about what we're doing as a lot more like raising a child. You don't just
feed a child information. You're teaching them values, and creativity, and what's beautiful, and these
infinite subtle things about what makes somebody a good person. And that's what we're doing for Al. So
yeah, | just often think about what we're doing as almost like the future of humanity or how we're raising
humanity's children, so I'll leave it at that.

AR ERIE:

BEEERNE, REANRAHERE (data labeling) B—IESEMNIE, IR EENBRARTAERDE
EE, SEFFER—EHRIVR “BIERE XA, RAERLST - EEERAHESR, mIIANIEIIFES
EBERETE. RESHBRNNVIERERE “IFEF . MAMXNBLEFRER, REEHMIINE
M. IS tAaRE, URKXTFIARA—MFARTHEMLET . XMEHNN Al FREIERE. FRURE
BRGBRNPAHBIFRERBALRE, HERBINEELT “AXNEF . HMRXAZ,

[01:03:27] Lenny Rachitsky
English:

Wow. | love just how much philosophy there is in this whole conversation that | was not expecting. With
that, Edwin, we've reached our very exciting lightning round, I've got five questions for you. Are you
ready?

FRCERIR:

. WERBIMEFEESNTFRE, XBH TR, B4 Edwin, HMENTIFEBEEHNER, K
BENAEERR, HEEFTE?

[01:03:38] Edwin Chen

English:



Yep, let's go.
FRERIE:
HEEET, FHAEIE,

[01:03:39] Lenny Rachitsky

English:

Here we go. What are two or three books that you find yourself recommending most to other people?
R EE:

F—NER: RREENABEENR=ZEABEHA?

[01:03:45] Edwin Chen
English:

Yes, so three books | often recommend are, first, Story of Your Life by Ted Chiang. It's my all time favorite
short story and it's about a linguist learning and alien language, and | basically reread it every couple

years.
FRSCERIF:

R, HEREFEN=2BZ: F—, 8 - £ (Ted Chiang) B (F—LERIHZE) (Story of Your Life) s XZE
RREXVERNML, HHNR—TESERFIIINEESHNESE, RELLESR/LIERNIER—E,

[01:03:56] Lenny Rachitsky

English:

And that's what the Interstellar was about? Is that...
R EE:

BZ (EFrZFHE) NEHG? E2----

[01:03:59] Edwin Chen

English:

Yeah, so there's a movie called Arrival... which was based off of the story, which | love as well.
FRCEIE:

1, B8 (FFimd (Arrival) BEBRREREXMENRD, HBIFESRIABEER.

[01:04:06] Edwin Chen
English:

And then second, Myth of Sisyphus by Camus. | actually can't really explain why | love this, but I always
find a final chapter somehow are really inspiring. And then third, Le Ton beau de Marot by Douglas
Hofstadter. And so | think Godel, Escher, Bach is his more famous book, but I've actually always loved this



one better. It basically takes a single French poem and translates it 89 different ways and discusses all the
motivations behind each translation. And so I've always loved the way it embodies this idea that
translation isn't this robotic thing that you do. Instead, there's a million different ways to think about
what makes a high quality translation, which makes a lot of ways | think about data and quality in LLMs.

FRCERIR:

FEARZMBY (FEAHENMIE) (Myth of Sisyphus) . BRELTZBBATAENRE, BREEERE—F
EEHEEAD. FZARZ BRI - EXMEEYF (Douglas Hofstadter) B9 (2 F 2 3) (Le Ton beau de
Marot), A8 (BHME/R. X&/R. Bifif) EMMEHENE, ER—EEENX—&, EEAX LZIB—8EEF
EEM T 89 MAREMMRAE, HiTieT SMHENRFEENDT. ZF—ERENCAANNIER: EFR2—FMIM
NiTH. R, BFHARERENENE, E—E8AMBEAN, X5HEBE LLM AREIEFREN A RIEE
Mo

[01:04:44] Lenny Rachitsky
English:

All these resonate so deeply with the way, with all the things we've been talking about, especially that
first one, if that was your goal after school is like, "I want to help translate alien language." I'm not
surprised you love that short story. Next question, do you have a favorite recent movie or TV show you've

really enjoyed?

AR ERIE:
FrEXLERLEBRIPTEHMRBTE T FZINHELE, LHEE—K, BAMENVEHNEIRRE “BEINEATF
EE , BAFRRERBMNEE T, T—NIR: FRIAEEES3IEWNAE S s BR?

[01:05:00] Edwin Chen
English:

One of my new all time favorite TV shows is something | found recently, it's called Travelers. It's basically
about a group of travelers from the future who are sent back in time to prevent their [inaudible 01:05:11].
And then | actually just rewatched Contact, which is one of my all time favorite movies. So yeah, | think
one of the things you'll notice about me is that, yeah, | love any kind of book or film that involves
scientists deciphering alien communication. Again, just this dream | always had as a kid.

FRCERIR:

BRIE A —EFAYOKIFRARINY (FHE) (Travelers). EHHNE—EERBFRRIMRITEWRIEET KL
PRIERME, ARKRRENERT (BRf=E) (Contact), MERREENRNETZ— P, RERIMHMN—
MR REREMRMZERRFIEEANBEHBR . BRRE, XmER)IHRIEZR,

[01:05:30] Lenny Rachitsky

English:

That's so funny. Okay, is there a product you've recently discovered that you really love?
R EIE:

XERET. ¥, BRBREAIHIFESRI~m?



[01:05:35] Edwin Chen
English:

So it's funny, but | was in SF earlier this week and | finally took Waymo for the first time. Honestly, it was
magical and it really felt like living in the future.

FROCERIR:
WK, RXERLNREREL, ZBFERELT Waymo, EXR, IBRITREE, ERNRIEEFTRRE.

[01:05:43] Lenny Rachitsky

English:

Yeah, it's like the thing that... People hype it like crazy, but it always exceeds your expectations.
FREiE:

B, XFRA-- AMPKIENEE, BELSZBHIRITIER.

[01:05:48] Edwin Chen
English:

Yeah, it deserves the hype. It was crazy. Yeah, it's absurd. It's like, holy moly. If you're not in SF, you don't
realize just how common these things are. They're just all over the place. Just driverless cars constantly
going about, and when you go to an event at the end, there's just all these Waymos lined up picking
people up.

AR ERIE:

B, EREBEIHS. XRAET, BEFAIEN. NRMAFEREWL, (RAZFIRIXERAESZERB. ©f]F
WERE, TABRSERFR, HIRSMTEMNLR, SFE—H Waymo EHERFPAZE A

[01:06:03] Lenny Rachitsky
English:

Yeah. Waymo, good job. Good job over there. Do you have a favorite life motto that you find yourself
coming back to in work or in life?

FROCENIR:
2R, Waymo #iS8f. T—NE&E: MESKEELFREETTEERENAERS?

[01:06:11] Edwin Chen
English:

So | think | mentioned this idea that founders should build a company that only they could build. Almost
like it's this destiny that their entire life, and experiences, and interests shape them towards. And so |
think that principle applies pretty broadly, not just the founders, but the people creating, | think.

FRCERIR:



FEFIRFI XML QIR ANZBI-RKIBMNAEREINAT. LFMGEE—FXe, tilf—%E.
ZHMMBEEBSWIEDX PN ET. HINAXNRERMNERCERIT, MUERTEIBA, WERTFHEE
B,

[01:06:25] Lenny Rachitsky
English:

Well, let me follow that thread to unlightening this answer. Do you have any advice for how to build those
sorts of experiences that help lead to that? Is it follow things that are interesting to you, because it's easy
to say that, it's hard to actually acquire these really unique sets of experiences that allow you to create
something really important?

FRCERIR:

AILFRIER—To AW FURMBX LG FEMBETNENE T AEWNG? ZIEMRIRRXENSEYE? EN
WERS 5, HIERGXEEILREISHEREYRRFZNHLRYE,

[01:06:44] Edwin Chen
English:

Yeah, so | think it would always be to really follow your interests and do what you love, and it's almost like
a lot of decisions | make about Surge. | think one of the things that | didn't think about a couple years ago,
but then someone said it to me, it's that companies in a sense are an embodiment of their CEO. And it's
kind of funny. | hadn't thought about that because I never quite knew what a CEO did. | always thought a
CEO was kind of generic and it's like, okay, you're just doing whatever VPs, and your board, and whatever,
tell you to do and you're just saying yes to decisions. But instead, it's this idea where when | think about
certain big, hard decisions we have to make, | don't think what would the company do, | don't think what
metrics are we trying to optimize, | just think, "What do | personally care about? What are my values? And

what do | want to see happen in the world?"

AR ERIE:

B, HIARKIZN ZEEIEBEMIRAIHE, MIRRENS, X/LFMEIKS Surge MEBMRZRE, JLEH
BRI X—=, EEREASFER: EEMEX L, AFREH CEO NS, XREREN. HUFI&EE,
AAFEMAHIIFE CEO B4, HEDEE CEO B MRBAMNAE, MEE: WK, MRETHEIZDE.
EEURMNE, MRENRERR ‘B . Bk, SEBERNEMPVELER. RENREN, BFS
B RNEREAM” , AR “HMNEBEMUGAER , BRREE: “BPIAXOHA? BRNEREMH
A? BHRERIER EREHFHA?

[01:07:34] Edwin Chen
English:

And so | think following that idea about... Okay, so ask yourself, what are the values you care about? What
are things you're trying to shape and not... What will look good on a dashboard? | think that results are
pretty important.

FROCENIR:

FAUE R SEERX ML - FEfRE S, RXOBNMENRRHTA? (RREZENEMFA, MAR &
B ETABIERE? RIANXEEREREEE,



[01:07:49] Lenny Rachitsky
English:

| love how just you're just full of endless, beautiful, and very deep answers. Final question. Something
that you got quite famous for before starting Surge is you built this map while you were at Twitter that
showed a map of the world and what people called, whether they called it soda or pop. | don't know if it's

called Soda Pop. What was the name of this map?
FRCERIE:

BREMMRXLELTR, MERFZNLEE, RE—NRE: T2 Surge 281, MME—HIEEHENE, IR
£ Twitter TERIHIMET —skitE, BER7T A ERRMX A MAFIERER IR —=0 “soda” E=2
“pop” o HAEETEAREN “SodaPop” . FiKMEINHARZFE?

[01:08:13] Edwin Chen

English:

Yeah, it was like the Soda Versus Pop dataset.
FRCEIE:

=0, B2 “Soda 3R Pop” #iELE.

[01:08:15] Lenny Rachitsky
English:

Soda Versus Pop. And so it's like a map of the United States and it tells you where people say pop versus
soda, so do you say soda or pop?

FROCENIR:

Soda ¥f)& Pop, A —iKkEEME, FIFMEEMN AL pop, WEM AW soda. B4, R soda iE2
pop?

[01:08:23] Edwin Chen
English:

So | say soda, I'm a soda person.
FRCERIE:

i soda, FKE sodailke

[01:08:26] Lenny Rachitsky

English:

Okay. And is that just like that's the right answer or it's like whatever you are, it's totally fine.
FR S ERIE:

9B, B “IEMEERT 19?7 BRI LILEAMEIT?



[01:08:33] Edwin Chen
English:

| think I'll look at you a little bit funny. You say pop and I'll wonder where you came from, but | won't
score on you too much.

FRSCERIE:
NSRRI pop, HKATRESFAZFIZMEREENR, OEIRIEMIE) LK, BERFASKBEFET.

[01:08:39] Lenny Rachitsky
English:

That's how I feel too. Edwin, this was incredible. This was such an awesome conversation. | learned so
much. | think we're going to help a lot of people start their own companies, help their companies become
more aligned with their values and just building better things. Few final questions, where can folks find
you online if they want to reach out? What roles are you hiring for? How can listeners be useful to you?

AR ERIE:

HERX 2B, Edwin, XXBEET. XB—RIFEBEHNIE, ZFETRSZ. HRHENSEERZALID
MR, BN AREFMSNERRS—H, HUBREFHNARE. &E/LINEE: NRAREER
], FILATEMBEFEIR? (RITEBEEMLEERGI? AR AT LA &S 2IR?

[01:09:00] Edwin Chen
English:

Yeah, so | used to love writing a blog, but | haven't had time in the past few years. But | am starting to
write again, so definitely check out the Surge blog, surgehq.ai/blog, and yeah, hopefully I'll be running a
lot more there. And | would say we're definitely always hiring, so for people who just love data and people
who love this intersection of math, and language, and computer science, definitely reach out anytime.

AR ERIE:

B0, RURRENREEE, EIEX/VF—BERIE, BRIEFEERNET, FILUFSHKE Surge BIE
% surgehqg.ai/blog, FERUGHREBRETELAS. HBHKN—EERE, FMUNTREARAZHIE. &
EHF. BESNHBENBMERIRTIBA, FDBFERTE R,

[01:09:24] Lenny Rachitsky
English:

Awesome. And how can listeners be useful to you? Is it just, | don't know, yeah, is there anything there?
Any asks?

FRSCERIF:
KHET o, IRARBTLGNAZEEENR? B AERIG?

[01:09:29] Edwin Chen



English:

So | would say definitely tell me blog topics that you like me to write about... and then I'm always
fascinated by all of these Al failures that happen in the real world. So whenever you come across a really
interesting failure that | think illustrates some deep question about how we want model to behave,
there's just so many different ways a model can respond, | just oftentimes think there's just not a single
right answer. And so whenever there's one of these examples, | just love seeing them.

FRCERIR:

HRWR, BSUHFHMINBERSTHARNEEEE. FI, HF—EXNRLHFFLENEM Al RKELIR
EiX. FIUESMBEI— M EFEABNRNZES, BEknBAXTHNBEEENFARNRL P, EE
K. REMVMANEREM, REERFSH LB —NERER. FIUSHEXEATF, REBRENRE,

[01:09:57] Lenny Rachitsky
English:

You need to share these on your blog. I'm also... | would love to see these. Edwin, thank you so much for
being here.

FRCERIR:

RN ZFEEE ENEXLE, FHih- HREEXL, Edwin, JFERIEHREER,

[01:10:03] Edwin Chen
English:

Thank you.

FSCEiE:

111410

[01:10:04] Lenny Rachitsky
English:

Bye everyone. Thank you so much for listening. If you found this valuable, you can subscribe to the show
on Apple Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a rating or
leaving a review as that really helps other listeners find the podcast. You can find all past episodes or
learn more about the show at lennyspodcast.com. See you in the next episode.

FROCENIR:

ARBN, FFBRSUIT. WMRMEEXEATEENE, AILTE Apple Podcasts. Spotify SURERHVIEE N A
FiTHE. B4, BEERBABIMNMELHETIFL, XEEEEHEHMAARAZMINMNER. RAIUTE
lennyspodcast.com X EIFFEFHATER THREZES. THTEL,



