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[00:00:00] Kevin Weil
English:

The Al models that you're using today is the worst Al model you will ever use for the rest of your life, and
when you actually get that in your head, it's kind of wild. Everywhere I've ever worked before this, you
kind of know what technology you're building on, but that's not true at all with Al. Every two months,
computers can do something they've never been able to do before and you need to completely think
differently about what you're doing.

FROCERIR:

MESRERN Al REBZMREPEATNRENRE, SMREERRIX—RK, SREXBERNIE. THZ
A TEIRIFRE#YS, (FEALNERCREFAFNRARM EHITIWRER, B Al JETEFTEXF. &
fRATA, ITENEEME —LURIMREIENER, FOMT2E R TENRE S

[00:00:21] Lenny Rachitsky
English:

You're chief product officer of maybe the most important company in the world right now. | want to chat
about what it's just like to be inside the center of the storm.

FROCERIR:
rEERtR LHIFRRERNABRNERETMmE. HRMIAERNZR ORI AR,

[00:00:29] Kevin Weil
English:

Our general mindset is in two months, there's going to be a better model and it's going to blow away
whatever the current set of limitations are. And we say this to developers too. If you're building and the
product that you're building is kind of right on the edge of the capabilities of the models, keep going
because you're doing something right. Give it another couple months and the models are going to be
great, and suddenly the product that you have that just barely worked is really going to sing.

FROCERIR:

BIMNEEOSE: BTARGE, MR- 1MEFNRE, SRUERTKRERNFHRE. HIMThNAFLEX
2% MRIREEMEN~ G TREENNNSG, BRETE, BAFNERENH. BI/LITMA, &
AT FEELeE, 2, BN IEMREETHS mESRINFIFEIRE,



[00:00:51] Lenny Rachitsky

English:

Famously, you led this project at Facebook called Libra.
R EE:

RETEH, {RETE Facebook Fid—~& A Libra BNIE,

[00:00:56] Kevin Weil
English:

Libra is probably the biggest disappointment of my career. It fundamentally disappoints me that this
doesn't exist in the world today because the world would be a better place if we'd been able to ship that
product. We tried to launch a new blockchain. It was a basket of currencies originally. It was integration
into WhatsApp and Messenger. | would be able to send you 50 cents in WhatsApp for free. It should exist.
To be honest, the current administration is super friendly to crypto. Facebook's reputation is in a very
different place. Maybe they should go build it now.

FRZERIE:

Libra B iFBEHIRUV A ERRAAE R, LHRBEAENE, XNTRESTAETHA LFE, BANRENH
Reekfie, HRAITH/EEF. RMN=2HABEH—ZFHNXRE, RYEEBR—KTFRED, HEBG#
WhatsApp #1 Messenger, FASA UG % EE—1#7E WhatsApp ERERLIRENK 50 £5. BIENERE. HE
W, MENBRXMMNEBETIEERLF, Facebook WEEHMATETLARNMER. WIFtIIMERZEREIEE
K

[00:01:27] Lenny Rachitsky
English:

Today my guest is Kevin Weil. Kevin is chief product officer at OpenAl, which is maybe the most important
and most impactful company in the world right now, being at the forefront of Al and AGI and maybe
someday super intelligence. He was previously head of product at Instagram and Twitter. He was co-
creator of the Libra Cryptocurrency at Facebook, which we chat about. He's also on the boards of Planet
and Strava and the Black Product Managers Network and the Nature Conservancy. He's also just a really
good guy and he has so much wisdom to share. We chat about how OpenAl operates, implications of Al
and how we will all work and build product, which markets within the Al ecosystem, companies like
OpenAl won't likely go after and thus are good places for startups to own. Also, why learning the craft of
writing evals is quickly becoming a core skill for product builders, what skills will matter most in an Al era
and what he's teaching his kids to focus on and so much more.

FROCERIR:

SKRIWEER Kevin Weil, Kevin 2 OpenAl NEEFRE, XAkEeHFttR LREE. REAEZMAONAE,
RF AlL AGI CBFEATLIERE) MUAKRROIGELIIEAES ENRAIE. MEIBLE Instagram F Twitter B9~ &
AR, B2 Facebook Libra INFZLEHHEXSEIBA, HIEEEWEIX—=, tEE Planet. Strava. A
ML (Black Product Managers Network) F1E#ARIFH= (Nature Conservancy) EI’J%%EEL\O
R— M EBEENA, BRZBEAUSE. HTERIT OpenAl BNE1EA . Al WEATTIEMMES~ R

. Al ESRGEFHLTIHZE OpenAl XEATARKATEESEN (ALZHWEIATNNR). ITAEIRE



Evals (FHiE) IERUERAFmZENZOKEE. Al RABEREREE. WHSERFREFTA, UNES
R

[00:02:24] Lenny Rachitsky (Intro & Ads)
English:

This is a very special episode and | am so excited to bring it to you. If you enjoy this podcast, don't forget
to subscribe and follow it in your favorite podcasting app or YouTube. If you become an annual subscriber
of my newsletter, you get a year free of Perplexity Pro, Linear, Notion Superhuman and Granola. Check it
out at lennysnewsletter.com and click bundle. With that, | bring you Kevin Weil. This episode is brought to
you by Eppo. Eppo is a next-generation A/B testing and feature management platform built by alums of
Airbnb and Snowflake for modern growth teams... [Ad content omitted for brevity but translated in full
below]

FROCERIR:

XE—NMEERINET, RESHEZINEAR, NRMFERXNMER, BEAESIEEITRHX T, NRMR
HBABNEBANEEITRE, REREIRES—FH Perplexity Pro. Linear. Notion. Superhuman #]
Granola. 153417 lennysnewsletter.com #F =i bundle &, WE, iEFHNIWID Kevin Weil, ZHEITTEH
Eppo #Bf. Eppo 2H Airbnb #1 Snowflake B9 & HILAIGKFPAITIERN T—K A/B WX IIEEBEEF &,
Twitch. Miro. ClickUp #0 DraftKings QB &K #i Eppo RIXH it I1AYSEI0, SSIOXS FHECHIG K AN IR RRFTIN
RERINESRMESE, Eppo HBENMFRIESLIIRE, RNMEB™ENRED, XEHEME L TAIEMEIN,

[00:03:18] Lenny Rachitsky (Ads continued)
English:

When | was at Airbnb, one of the things that | loved most was our experimentation platform where I could
set up experiments easily, troubleshoot issues, and analyze performance all on my own. Eppo does all
that and more with advanced statistical methods that can help you shave weeks off experiment time and
accessible Ul for diving deeper into performance and out-of-the-box reporting that helps you avoid
annoying prolonged analytic cycles. Eppo also makes it easy for you to share experiment insight with
your team, sparking new ideas for the A/B testing flywheel. Eppo powers experimentation across every
use case, including product, growth, machine learning, monetization, and email marketing. Check out

Eppo at geteppo.com/lenny and 10X your experiment velocity. That's geteppo.com/lenny.
FRERIE:

LK Airbnb BY, BRENNEBBZ—MERINTNERTE, EHRERTUIEMMIGET. HPRKEH ML
IR, Eppo RMYEEMEIXL, BB RHNSAITHE, AIUSREREENLIRNE, ESHM Ul eI
RNEZRRI, FHEENANIREREEMELMANERKSITER, Eppo EiLFEERMEFEIA S ZLIREE,
& A/B A Y BIFARE, Eppo FFEMAFINELL, BiFFm. K. MBEFES. Bl kNaEEsHE. 17
1) geteppo.com/lenny && Eppo, ILIREISLIGEREIRF 10 13,

[00:04:06] Lenny Rachitsky (Ads continued)
English:

This episode is brought to you by Persona, the adaptable identity platform that helps businesses fight
fraud, meet compliance requirements, and build trust. While you're listening to this right now, how do
you know that you're really listening to me, Lenny? These days, it's easier than ever for fraudsters to steal



Pll, faces and identities. That's where Persona comes in. Persona helps leading companies like LinkedIn,
Etsy, and Twilio securely verify individuals and businesses across the world. What sets Persona apart is its
configurability. Every company has different needs depending on its industry, use cases, risk tolerance
and user demographics. That's why Persona offers flexible building blocks that allow you to build tailored
collection and verification flows that maximize conversion while minimizing risks. Plus Persona's
orchestration tools automate your identity process so that you can fight rapidly shifting fraud and meet
new waves of regulation. Whether you're a startup or an enterprise business, Persona has a plan for you.
Learn more at withpersona.com/lenny. Again, that's withpersona.com/lenny. Kevin, thank you so much
for being here and welcome to the podcast.

AR ERIE:

EATS B Persona #B), XR— 1M RIBNEMFE, BB WITHRIE. BREMNERHEIL ST, HIRM
EXERF MY, REAFNEENEI Lenny FERIE? W15, ERE LLUFEAREBERZ G NAZDE
B (PI). EEBEEMEM. XHE Persona KIEERARIMT . Persona #Bf LinkedIn. Etsy #1 Twilio F40%t
RELZEHIELEEEARN N AT B, Persona B2 A ETFTHORE Y, SXABRETIL. BEI.
X EZ AP IESBERARNER, XHME T4 Persona IRERENEZEIER, A IFRMEESIRIUK
SEMIIIERTE, ERIMUEXPEMERRAMENE, LI, Persona R T AR L BahbIRINS R, KL
EIRR T IRIR T W EREH H MV IEE RS, T2V ATERE L, Persona #EESIRHNAR. &
518 withpersona.com/lenny Tf2E %, Kevin, JEREEREIIXE, IRIIEE,

[00:05:23] Kevin Weil

English:

Thank you so much for having me. We've been talking about doing this forever and we made it happen.
FREiE:

EBREEER. RI—ERER—H, AELTFERIAT,

[00:05:27] Lenny Rachitsky
English:

We did it. | can't imagine how insane your life is, so | really appreciate that you made time for this and
we're actually recording this the week that you guys launched your new image model, which is a happy
coincidence. My entire social feed is filled with ghiblifications of everyone's life and family photos and
everything, so good job.

FROCERIR:

HNMET . HEFRRIMOEZESZNIE, FRUFKIFERRHAETE, HEHNE, RNRFHIXAEIRIIESLS
5 THEGRE, ZNBEMMEERDSHRAREEZNKERKFE “S bA” (ghiblifications) BIF

T, FRE=.

[00:05:45] Kevin Weil
English:
Yep, mine too. My wife, Elizabeth, sent me one of hers, so I'm right there with you.

FRCERIR:



T, HEBRE. FETF Elizabeth 4T A 7T —KitB, FRUKRRES R

[00:05:51] Lenny Rachitsky
English:

Let me just ask, did you guys expect this kind of reaction? It feels like this is the most viral thing that's
happened in Al, which a high bar since, | don't know, ChatGPT launched. Just like, did you guys expect it
to go this well? What does it feel like internally?

AR ERIE:

FAER =T, RIFHESEXMRMGB? XBEGRE Al UHE ChatGPT A URGANBENRSAERESE
o MRIFIEIE S HE/XAINFIE? QB RERETIINE?

i3

[00:06:04] Kevin Weil
English:

There have been a handful of times in my career when you're working on a product internally and the
internal usage just explodes. This was true by the way when we were building stories at Instagram. More
than anything else in my career, we could feel it was going to work because we were all using it internally
and we'd go away for a weekend. Before it launched we were all using it and we'd come back after a
weekend and we would know what was going on and be like, "Oh, hey, | saw you were at that camping
trip, how was that?" You were like, "Man, this thing really works." ImageGen was definitely one of those,
so we'd been playing with it for, | don't know, a couple months and when it first went live internally to the
company, there was kind of a little gallery where you could generate your own, you could also see what
everyone else was generating and it was just nonstop buzz. So yeah, we had a sense that this was going to
be a lot of fun for people to play with.

AR ERIE:

EHRHRLEES, BIUREMRERABALR—NTmE, REBERESRABIF. IRER—T, FH(E
Instagram FF% Stories BftL@X#¥, BRI EERRBIUH—ATNE, REECHEINY, RAZKIIAE
HEA. ARARKEED, A—ERARZR: 1R, HEEMREEET, BaF? 7 BEIRMAME: “X
W, XRAENT.” ImageGen EXHEREFZ— HMNELKMTAM/ITNAET, HEE —RELTRELL
B, B—MNNER, REUERBCHER, BWEIUEIRIALRDN, REITIEEEER TR, I, 2489,
BITFREIX SIS RO,

[00:06:58] Lenny Rachitsky
English:

That's really cool. That should be a measure of just confidence into something going well that you're

launching is internally everyone's going crazy for it.

RS ERIF:
XERRE. NERITHAZRIE, XNiZEMEE LGNSR HEONEERE,

[00:07:05] Kevin Weil

English:



Yeah. Especially social things because you have a very tight network as a company socially, so you know
each other and you're experts in your product hopefully. And so there's some sense in which if you're
doing something social and it's not taking off internally, you might question what you're doing.

AR ERIE:

M. THEMRE M, EARBABE—MIFEEBNHRNG, ARERIAIR, MEAREARBEES
FmiER. FMMUMEREX £, MRAEM—IER~m, MEEARBERAER, (RERERE—TH
SEMHAT,

[00:07:23] Lenny Rachitsky
English:

Yeah, and by the way, the Ghibli thing, is that something you guys seeded or how did that even start? Was

that an intentional example?
FRERIE:
X7, BNE MIXBHARRE, 2IRMI15I1SM5? ER2EAFIEN? BRRIMMIZ R EEFRIRGIG?

[00:07:29] Kevin Weil
English:

| think it's just the style people love and the model is really capable at emulating style or understanding
what... It's very good at instruction following. That's actually something that | think people... I'm starting
to see people discover with it, but you can do very complex things. You can give it two images, one is your
living room and the other is a whole bunch of photos or memorabilia or things you want and you say,
"Tell me how you would arrange these things." Or you can say, "I'd like you to show me what this will look
like if you put this over here and this thing to the right of that and this one to the left of this, but under
that one." And the model actually will understand all of that and do it. It's incredibly powerful. So I'm just
excited about all the different things people are going to figure out.

FROCERIR:

HREPBARZENAMNERZIMNE, MEREERHAEHIERESHTEERLE. EIEBERKEREE
Lo BFWBBIIANILICHIXMEES, FAIUBIEEERNFR. LNLERKE, —KE2IFNET, 5—
KE—HRAHLSm, AER: “SFRMSNEERXERA” HEMILUR: “HRILFER—T, W0
KRB NRAEX, BIBERLE, XMRELDEERNTE, IRTAETF.” BEARNEERHHE, €
FEHBR. FIURREIFANTESIZEHBERBNITE.

[00:08:11] Lenny Rachitsky
English:

Yeah. All right. Well, good job. Good job team OpenAl. Let's get serious here and let's zoom out a little bit.
The way | see it is you're chief product officer of maybe the most important company in the world right
now. Just not to set the bar too high, but you guys are ushering in Al, AGI at some point, super intelligence
at some point. No big deal. | have more questions for you than I've had for any other guest. Actually put
out a call-out on Twitter and LinkedIn and my community just like what would you want to ask Kevin?
And | had over 300 well-formed questions and we're going to go through every single one. So let's just get
started. I'm just joking.



AR ERIE:

4FHY, FSES, OpenAl HfA. BFELEAT=HR—=, ERFHRK. EHREKRK, MEBERHR LEREENQF
WEEFmE. TRERERS! i, BIRIEREARE AINK, RKEZE AG, EEBLER. XFTFE/N
F, BNIREEHRELEUFENREREES, LR EITE Twitter. Linkedin MBI A TAEE, AR
Kevin ft4, &RWET 300 ZMERENRE. RINEZ—T—E. FHEH.

[00:08:45] Kevin Weil
English:

Cool.

FEiE:

IR,

[00:08:46] Lenny Rachitsky

English:

| picked out the best and there's a lot of stuff I'm really curious about.
R EiE:

BOOET RTFH, BRZSBFEBEFFNRS,

[00:08:48] Kevin Weil

English:

Well, it's 1 PM here. It doesn't get dark for a while, so let's do it.
FRCERE:

RERTF 1=, BRELR, FFEE,

[00:08:53] Lenny Rachitsky
English:

Okay, here we go. Okay, so first of all, I'm just going to take notes here. When is AGI launching? When in
December?

FRSCENIE:
0, Fta. B, BEiD—T: AGIHAmZEE#? 12 BHXR?

[00:08:58] Kevin Weil
English:
I mean, we just launched a good ImageGen model. Does that count?

FROCERIR:



M, BAINEHT —MRENEGERRE, BRELE?

[00:09:03] Lenny Rachitsky
English:

It's getting there. It's getting there.
FRCEE:

RT, RT7o

[00:09:05] Kevin Weil
English:

There's this quote | love, which is "Al is whatever hasn't been done yet" because once it's been done,
when it kind of works, then you call it machine learning, and once it's kind of ubiquitous and it's
everywhere, then it's just an algorithm. So I've always loved that we call things Al when they still don't
quite work and then by the time it's like an Al algorithm that's recommending you follow, oh, that's just
an algorithm, but this new thing, like self-driving cars, that's it. | think to some degree we're always going
to be there and the next thing is always going to be Al and the current thing that we use every day and is
just a part of our lives, that's an algorithm.

HEBRER—EIE: “AMEBPLERLRANER.” AN—BEEEIT, AT, FREEH “NBEFES" ;

ERRFEARE, EMRR “BIE 7. MUR—ERGRER, SRERATAXEFAN, HFZH
Al, TMIHERMEFIRIEERN A BER, B, BRENE LR BGEDESFAEIMHEY, ME A, &K
FEFEMIEE L, BixzfTFXNIREHR: T—HEKEZ Al, MENSKREBER. EERAEFE D
LHRiEY, MERX.

[00:09:46] Lenny Rachitsky
English:

It's so interesting because in the Bay Area you see self-driving cars driving around and it's so normal now
when four years ago and three years ago, you would've seen this and you'd be like, "Holy shit, what is...
We're in the future." And now we're just so take it for granted.

AR ERIE:

XRE®, ANEEX, MEZEHNBERAEINNE, MERSRES. EE=Z0FE, REIXPIZFET:
R, BAFERKD? ” MMERNEELIUNET

[00:10:01] Kevin Weil
English:

| mean there's something like that with everything. If | showed you... When GPT-3 launched, | wasn't at
OpenAl then. | was just a user, but it was mind-blowing. And if | gave you GPT-3 now | just plugged that
into ChatGPT for you and you started using it, you'd be like, "What is this thing?" It's like mess.

AR ERIE:



FRrE SR X, RBLIRE - GPT-3 RMEY, LKL OpenAl, RE2TAF, EBHRREERERT
INRBITEL GPT-3 ENRBY ChatGPT itfRA, RRRERF: "XEAAWERE? ” BEE—HE.

[00:10:22] Lenny Rachitsky
English:

Flop, flop.

FCERE:

KHFET

[00:10:24] Kevin Weil
English:

| had the same experience when | first got into a Waymo, your very first ride, at least my very first ride, my
first 10 seconds in a Waymo, it starts driving and you're like, "Oh my God, watch out for that bike." You're
holding onto whatever you can. And then five minutes in, you've calmed down and you realize that you're
getting driven around the city without a driver and it's working. You're just like, "Oh my God, I am living in
the future right now." And then another 10 minutes, you're bored, you're doing email on your phone,
answering Slack messages, and suddenly this miracle of human invention is just an expected part of your
life from then on. And there is really something in the way that we all are adapting to Al that's kind of like
that. These miraculous things happen and computers can do something they've never been able to do
before and it blows our mind collectively for a week and then we're like, oh, yeah. Oh, now it's just
machine learning on its way to being an algorithm.

FRCERIR:

HE—RL Waymo BB BEFNER. EOMEKR, X 10708, ZEFWRAE, MW KB, OIBHH
BITE! 7 MEZMEERNN—T. Ao%fE, LB TH, FRIECELELEANNEEERERK,
MBEEETRIF. (R “XI, REEEERK" B 10 28, MR T, FHREFH O, [
Slack JHB. RAAME], XMAXKBBRETEIMA T IREFREPIESAN -0, FITEN Al NHERAENREX
o BRET, HEHMEITRIFAARENER, LRNEFEBIRT —A, ARRMAERF: "B, 58, 0
FERBBREEZR ENNSBEFIME.”

[00:11:23] Lenny Rachitsky
English:

The craziest thing about what you just shared actually is, | don't know, ChatGPT, which is now feels
terrible. 3.5 was a couple years ago, and imagine what life will be like in a couple years from now. We're
going to get to that, where things are going, what you think is going to be the next big leap. But | want to
start with the beginning of your journey at OpenAl. So you worked at Twitter, you worked at Facebook,
you worked at Planet, Instagram. At some point you got recruited to go and come work at OpenAl. I'm
curious just what that story was like of the recruiting process of joining OpenAl as CPO. Is there any fun
stories there?

FROCERIR:

MRNA D ENRKIEN—RZ, IER ChatGPT BRI ELRIER T, 3.5 RB/LFANSE, BR—TJ/LERE
mnEftaFEF. HMNBEERWEIRRKNER, URIMMANT—NEXRCERZMF 4. EHRFTMIRIMAN OpenAl



BIIRIEFF A RETE Twitter. Facebook. Planet. Instagram L{Eid, TEENBIZ, REIBEEI OpenAl 8F
CPO., HIREFZNIAN OpenAl HIBIEIREEHN? AHATENKED?

[00:12:01] Kevin Weil
English:

If I'm remembering the timeline right, we communicated at Planet | was leaving and | was planning to just
go take some time. | wasn't going to stop working, but | was also happy to take the summer. This was
maybe April or something. | was like, cool, I'm going to have the summer with my kids. We're going to go
to Tahoe or something and I'll actually get to hang out rather than what | usually do going up and down
and all that. And then Sam and | had known each other lightly for a bunch of years and he's always
involved in so many interesting things like companies building fusion and all these things. So he'd always
been somebody that | would call occasionally if | was starting to think about my next thing because I like
working on big tech forward, sort of next wave kind of things.

(00:12:49):

And so | called him and | think Vinod also helped to put us in touch again. And this time it wasn't like, "Oh,
you should go talk to these guys working on fusion." He said, "Actually, we're thinking about something,
you should come talk to us." | was like, "Okay, that sounds amazing. Let's do it." And it goes really fast,
really, really fast. | met most of the management team in a brief period of time, a few days, and they were
telling me, 'Look, we're basically going to move as fast as we want to move. And if you talk to everyone,
everyone likes you, you're ready to go." Sam came over for dinner and we had a great evening together
just talking about OpenAl in the future and getting to know each other better. And at the end | was like, |
was going to go in the next day for a bigger round of interviews and Sam was saying, "Hey, it's going really
well. We're really excited."

(00:13:52):

And | said, "Cool. So how do | think about tomorrow?" And he said, "Oh, you'll be fine. Don't worry about
it. And if it goes well, we're basically there." And so | go in the next day, meet a bunch of people, have a
great time. | really enjoyed everybody | met with. In any interview, you can always second guess yourself
like, oh, I shouldn't have said that thing or that thing | gave a bad answer on | wish | could redo, but |
came away feeling like | think that went pretty well. And | was expecting to hear that weekend basically
because they sort of set expectations as soon as if this goes well, we're ready to go. And | didn't hear
anything. And then it was like Monday, Tuesday, Wednesday, | still didn't hear anything and | reached out
to folks on the OpenAl side a couple of times, still nothing.

(00:14:45):

And | was like, "Oh my God, | screwed it up. | don't know where | screwed it up, but | totally screwed it up.
| can't believe it." And | was going back to Elizabeth, my wife and being like, "What did | do? Where do you
think I..." Getting all crazy about it and then it's still nothing. And finally it was like nine days later, they
finally got back to me and it turned out there was a bunch of stuff happening internally and this, that and
the other thing, and there's just a million things happening. And they finally were like, "Oh yeah, that
went well. Let's do this." And | was like, "Oh, okay, cool, let's do it." But it was nine days of agony and they
were just super busy on some internal stuff and there | was fretting every single day and re-going over

every line of our interview process.
FREiE:

NRFOZICHIELRIE, HIFHER Planet WBEA T, 1TREAE—BRIE, HHTEFLETIE, BREE
2R, BEOALSA, BB, XFT, HALUBKTFIBR, XEEH (Tahoe) Hi%, HIEMM—T,



MARGFHEBFTEARAFL. HHMSamINRRZET, KBAER, EMEESSRSBBHER, bl
BERERTHNATZEN, FMUHRFBEERT PN, BRILMITEIE, BARSRARIDEEHRA T
—BOR o

FRRAMITTEBIE, FM Vinod WERNEMET L. XRMIZN VRN ZEFMABEIBIZZLHIALE" ,
meE: “SSirk, JRIVEEEZEE—HE, REZRMBOID” FHik: “GW, IFERRE" #RIGFIFES
R, BBIFER. HENVKARLETABOEERR, MNSFK: “hE, RNBEELEBESRMESR,
INRMRAMAREIER, RRBERMR, BREFFNRL,” Sam RZFKIZHIR, HINWSRER, BT
OpenAl BYRK, HINRT TR, REHRR, RE_RBEASNMEAMKRNERL, Samii: “IF, #HRRIR
A, BAMRME”

el “BEIZEAESFRAR? 7 ik B, RIKER, FHE0. MRIEF, FIBELMETRT.” F
“REET, WT—8A, UERAL. BRENRERKRLINEG—TA. EEAEETP, RESERITE,
Eeg “HAZGRBOIE" HE BOREROEFFAE o EREARBRRERNFERHE. HELUNBINER
FEEWRENHS, RAMIISHNTHRE “RBIRFME TR . ERFEMFALKAE. ARRA— B=. A
=, EREHEB. HEERT OpenAl WAJLR, KAZEE,

HE: R, FI\WT. HAMEM)LBIET, EXEENRBIET . HEFHBRGE" REERKEF
Elizabeth #it: “FREIRM T HA? REFEMIL--" HRBEPIASBRKT, BERLHS. &E, BEAX
&, AFEERT. RRABERET —HE, SRR, BERTLANEBEELE, ML FR: “Ex
7, EIRRIRF, FAIFEB.” F: B, §F, XEFT, AR ERAXREERMNEK, tiIRZ2ITTR
HES, MESXRBELE, RECBEAFHES—0IE

[00:15:33] Lenny Rachitsky
English:

It makes me think about when you're dating someone and you've texted them and you're not hearing
anything back, you assume something is wrong.

FRSCERIF:
XL BRERASHEHE, RAWNHFRTERIEKREIEE, FHRERIEHET.

[00:15:40] Kevin Weil
English:

Yeah, totally.

R EE:

T, TR

[00:15:41] Lenny Rachitsky
English:

They might just be busy.

FCERE:

i TATBER B KITT o



[00:15:42] Kevin Weil
English:

| have a hard time about it still.

[00:15:47] Lenny Rachitsky

English:

That's wild. I love that it worked out. And | guess the lesson there is don't jump to conclusions.
FEiE:

RIET . BREX&EERYT. HEXENHIRFELETEL,

[00:15:55] Kevin Weil
English:

Yeah. Have a little bit of chill.

[00:15:59] Lenny Rachitsky
English:

Speaking of that, | want to chat about what it's just like to be inside the center of the storm. Again, you
work at a lot of, let's say traditional companies even though they're not that traditional, Twitter and
Instagram and Facebook and Planet, and now you work at OpenAl. I'm curious, what is most different
about how things work in your day-to-day life at OpenAl?

AR ERIE:

HEXA, REMPMLERNZROEMAARKGE. MBARSAMIBEN “FHR” ABIED (RAENBRERL
%), Lban Twitter. Instagram. Facebook 0 Planet, IITE{R7E OpenAl, FKRIFZ, 7€ OpenAl WEEIE
B, RARNMERHA?

[00:16:19] Kevin Weil
English:

| think it's probably the pace. Maybe it's two things. One is it's the pace. The second is everywhere I've
ever worked before this, you kind of know what technology you're building on. So you spend your time
thinking about what problems are you solving? Who are you building for? How are you going to make
their lives better? How are you going to... Is this a big enough problem that you're going to be able to
change habits? Do people care about this problem being solved? All those good product things. But the
stuff that you're building on is kind of fixed. You're talking about databases and things and | bet the



database you used this year is probably 5% better than the database you used two years ago, but that's
not true at all with Al. It's like every two months computers can do something they've never been able to
do before and you need to completely think differently about what you're doing.

(00:17:10):

There's something fundamentally interesting about that makes life fun here. There's also something we
will maybe talk about evals later, but it also really, in this world of... Everything we're used to with
computers is about giving a computer very defined inputs. If you look at Instagram for example, there are
buttons that do specific things and you know what they do. And then when you give a computer defined
inputs, you get very defined outputs. You're confident that if you do the same thing three times, you're
going to get the same output three times. LLMs are completely different than that. They're good at fuzzy
subtle inputs. Then all the nuances of human language and communication, they're pretty good at. And
also they don't really give you the same answer. You probably get spiritually the same answer for the
same question, but it's certainly not the same set of words every time. And so you're much more, it's
fuzzier inputs and fuzzier outputs. And when you're building products, it really matters whether there's
some use case that you're trying to build around.

(00:18:16):

If the model gets it right 60% of the time, you build a very different product than if the model gets it right
95% of the time versus if the model gets it right 99.5% of the time. And so there's also something that you
have to get really into the weeds on your use case and the evals and things like that in order to
understand the right kind of product to build. So that is just fundamentally different. If your database
works once, it works every time. And that's not true in this world.

AR ERIE:

RUEREERT R, UIFERR. —BTE; =&, ARZMLIEINFREMT, REA LRERFTKRHEIR
AEbt, FrLARBRIERERE . RERRMTARE? AERE? NEREMINEE? XREE—TMAIE
B SJRARE? AR OXNEEEEWERRG? XERBERNmEE, BIFMRHNELMEBEEE
Y. LEaNEiERE, FHEFTHIRS ERNIIEE I RER LM ERIRIGT 5%, B Al AT A2 F. SRHET
A, i EAMEEME LRI MARBEINSE, ReceEHRBERE T

XX BENEFEFEEEB. TE—R, RIEEAIEIKE Evals (FEE), BEAIHRE - FHIIIR
MItEVIRMERATIEE RN, b Instagram, RANINEERHEN. HIRAITENVIBRREN, R
ZIFPEERBE L, FREMZREFIZE, SFIZRERNER. LLM (KESKRE) TE2FE.
EAHEROEEM. RN, BRAEALXESNABEBPHANES . MAEFEART2ERNZ
£, B—1RE, FRINERETREELE—HN, EEFEESREAR. FUBAMELEERR, SR
W mEY, XIFEXE,

INRBRBERE DB LEVERERRE 60%, FUEFmINANESERE 95% 5 99.5% ITeRE. Hit, R
BICRNRFIREIBHIA Evals, 7 BEEARZMEMARNTm. XE5EHANRGEERRXR: WRBIEFSITR
W—R, E8RE=MI; BEAIHERE, HIEMLt,

[00:18:45] Lenny Rachitsky
English:

Let's actually follow this thread on evals. | definitely wanted to talk about this. We had this legendary
panel at the Lenny & Friends Summit. It was you and Mike Krieger and Sarah Guo moderating.

FRCERIR:



1 EATIRE Evals X MEBI T E. HKIEBBINX D, FHAE Lenny & Friends = EBE—MEFH/NAITIE,
R EIZ1R. Mike Krieger, H Sarah Guo E£#

[00:18:58] Kevin Weil
English:

That was fun.

R EE:

BRIREH,

[00:18:58] Lenny Rachitsky
English:

So fun. The thing that | heard that kind of stuck with people from that panel was a comment you made
where you said that writing evals is going to become a core skill for product managers, and | feel like that
probably applies further than just product managers. A lot of people know what evals are. A lot of people
have no idea what I'm talking about. So could you just briefly explain what is an eval and then just why do
you think this is going to be so important for people building products in the future?

FROCERIR:

KEBT . BRERUEARNKERN—FIERIMMIR “RE Evals BN REERIZORKEE" , /XA
RERTFmEE, REAME Evals B4, BHERZATETMERER T2, MEFEHERE—THA
Eval, KA AIRINAZHRRNRITRENILERG?

N
=
=

[00:19:23] Kevin Weil
English:

Yeah, sure. | think the easiest way to think about it is almost like a quiz for a model, a test to gauge how
well it knows a certain set of subject material or how good it is at responding to a certain set of questions.
So in the same way you take a calculus class and then you have calculus tests that see if you've learned
what you're supposed to learn. You have evals that test how good is the model at creative writing? How
good is the model at graduate level science? How good is the model at competitive coding? And so you
have these set of evals that basically perform as benchmarks for how smart or capable the modelis.

AR ERIE:

T, BNESREENERAXMSIBTEERAEIEMN “NK” , ARGEEHEXMIANEEREE, &
BATLEELRBANEEN. REFRLFHRDIR, AEEINRRSZAREEMBSFE T ZFMHIR, Evals 7t
SR BEFEESEARRNNME? ERREKTFHRFRE ERMNE? EEERRBELRIAOM? R
B, X—E Evals 4 Ll @SR 2 EHRRIZE SR NRVEE (Benchmarks),

[00:20:04] Lenny Rachitsky
English:
Is it a simple way to think about it, like unit tests for model?

AR ERIE:



BRI, BAEALUIERAREN "Bk’ ?

[00:20:07] Kevin Weil

English:

Yeah, unit tests, tests in general for models. Totally.
FRCEE:

B0, Brillid, iERESEENBANR. TLIER.

[00:20:10] Lenny Rachitsky
English:

Great, great. Okay. And then why is this so important for people that don't totally understand what the
hell's going on here with evals? Why is this so key to building Al products?

AR ERIE:

KIFTo A, WFPBLEERTEIEM Evals BIRZEARSZHIARN, ATARNLEER? AtAERWE
Al 7= B R ?

[00:20:20] Kevin Weil
English:

Well, it gets back to what | was saying. You need to know whether your model is going to... There are
certain things that models will get right. 99.95% of the time and you can just be confident. There are
things that they're going to be 95% right on and things they're going to be 60% right on. If the model's
60% right on something, you're going to need to build your product totally differently. And by the way,
these things aren't static either. So a big part of evals is if you know you're building for some use case. So
let's take our deep research product, which is one of my favorite things that we've released maybe ever.
The idea is with deep research for people who haven't used it, you can give ChatGPT now an arbitrarily
complex query. It's not about returning you an answer from a search query, which we can also do.

(00:21:10):

It's here's a thing that if you were going to answer it yourself, you'd go off and do two hours of reading on
the web and then you might need to read some papers and then you would come back and start writing
up your thoughts and realize you had some gaps in your thinking. So you go out and do more research. It
might take you a week to write some 20 page answer to this question. You can let ChatGPT just like chug
for you for 25, 30 minutes. It's not the immediate answers you're used to, but it might go work for 25, 30
minutes and do work that would've taken you a week. So as we were building that product, we were
designing evals at the same time as we were thinking about how this product was going to work and we
were trying to go through hero use cases.

(00:21:57):

Here's a question you want to be able to ask. Here's an amazing answer for that question. And then
turning those into evals and then hill climbing on those evals. So it's not just that the model is static and
we hope it does okay on a certain set of things, you can teach the model. You can make this a continuous
learning process. And so as we were fine-tuning our model for deep research to be able to answer these



things, we were able to test is it getting better on these evals that we said were important measures of
how the product was working? And it's when you start seeing that and you start seeing performance on
evals going up, you start saying, "Okay, | think we have a product here."

AR ERIE:

XX [EETHRNA RN REEMERIERERINME, FLERBERIEEME 99.95% BUEREK, (RAIUTE
Huly; BEERE 95%, BERE 60%, MREHERE 60%, MEEFmINARLTTERE,. ME, XL
IR RRSH, Evals BRA—H2ERET, MRMGHEBCENEMTERMINES M, &N R
5" (Deep Research) Fm—XERHRKRENRNATHZ— WTRKAITHARR, REMRRHEEZIRA
LA%s ChatGPT —MREERMEN, EARRBRE—MERER,

NRIRE S ELEX N R, ReE]seFELEMIRR NN ZR, R—EeX, ARERETRE, KMBLEE
R, BEMR. EH—% 20 MNEXRATRFE—A. IWEMRETLIL ChatGPT B 25 F 30 781, XAZIRS]
REVARRAL[E], (BETE 30 DHANTAN T FERS TIRN—E. EHEX T~ mY, Hil—0f8Z~REE,
—iAi&it Evals, FANEE T —L “HiEMHFI” (Hero Use Cases) : X2—MFREIAMRI, X2— N TENE
£, ARIEXLEIER Evals, HExXLE Evals #1T7 “T€HK” (Hill Climbing, BIRER{{L). FRLUREIRZEES
Y, REJUABMFRE, LERA—TRHERFEINIE, SRNRERRHIFERE, 1T eEX
LS mRIMAIXE Evals E#HF T15? HIREZ Evals FRIMEFART, AR “UF, EUEFSEINIBET
—MEIENS M.

[00:22:35] Lenny Rachitsky
English:

You made a kind of a comment along these same lines around evals that Al is almost capped in how
amazing it can be by how good we are at evals. Does that resonate? Any more thoughts along those lines?

FROCERIR:

fRE L Evals ARG LML, % Al B ERILFEURT NSRS Evals BIKT. MRIAEEXAINAG? T8
rast—ZrREmS?

[00:22:48] Kevin Weil
English:

I mean, these models are their intelligences and intelligence is so fundamentally multidimensional so you
can talk about a model being amazing at competitive coding, which may not be the same as that model
being great at front-end coding-

FRCERIR:

BHWERRE, XERBEAINEERAE, MERIRLEZHEN, RAUR—MEREEREREZLRE, B
XHFAERTFERERRH L LHREGE—

[00:23:00] Kevin Weil (continued)
English:

... may not be the same as that model being great at front-end coding or back-end coding or taking a
whole bunch of code that's written in COBOL and turning it into Python. And that's just within the
software engineering world. So | think there's a sense in which you can think of these models as
incredibly smart, very factually aware intelligences, but still most of the world's data, knowledge, process



is not public. It's behind the walls of companies or governments or other things. And same way, if you
were going to join a company, you would spend your first two weeks onboarding. You'd be learning the
company-specific processes. You'd get access to company-specific data. The models are smart enough,
you can teach them anything, but they need to have the raw data to learn from.

(00:23:58):

So there's a sense in which | think the future is really going to be incredibly smart, broad-based models
that are fine-tuned and tailored with company-specific or use case-specific data so that they perform
really well on company-specific, or use case-specific things. And you're going to measure that with
custom evals. So what | was referring to is just like these models are really smart, you need to still teach
them things if the data's not in their training set, and there's a huge amount of use cases that are not

going to be in their training set because they're relevant to one industry or one company.
R EIE:

------ WAEFRTFEBKGERALR, HEL—HE COBOL R4 Python, XEN(EBFEIM TEME. Fi
B, fRAILUBXEARBEFRIFEEERE. EEAEEXLNERERR, EHR EAIMINMIE. MRMREHTZ2
DA ENFETAR. HESEMVENEREZR. MEMRMA—KHRR, SRAZSMANRE), #
SARRENRE, RARRENHE. EEEBIER, MAUBEIEARA, BENFEREHUIERT
o

Hit, FINARFREZREBRRIBAARE, £5ARKFENARENSIEAITHIAMES, MMERE
R B, MIREET BENXR Evals REEXTHRM, FrURIENZ: RERAER, BMRBERTII
HER, FNFHREN. MAENAARFZHIETERIIGEREN, ANElRSEMIETLHATRE
Ko

[00:24:40] Lenny Rachitsky
English:

I'm just going to keep following the thread that you're leading us down, but I'm going to come back
because | have more questions around some of these things. So you came to a space that | think a lot of
Al founders are thinking about is just, where's OpenAl not going to come squash me in the future? Or one
of the other foundational models. So it's unclear to a lot of people just like, "Should | build a startup in
this space or not?" Is there any advice you have or any guidance for where you think OpenAl, or just
foundational models in general likely won't go and where you have an opportunity to build a company?

FRCERIR:
HRRIMEMRE DAL, ERHEIERAESAT., RREET—1MRZ Al QI EEHEIRZHRM: KK

OpenAl (EMAEREATE) SAEME “BE" H? REATHE: “BEZFZEIMUHENL? 7 FREFA
BIEIEFIE? fRIAJ OpenAl SERARELEE AT EMLEIIR, MNMAIEIATET THIZ?

[00:25:10] Kevin Weil
English:

So this is something that Ev Williams used to say back at Twitter that's always stuck with me, which is,
"No matter how big your company gets, no matter how incredible the people are, there are way more
smart people outside your walls than there are inside your walls." And that's why we are so focused on
building a great API. We have 3 million developers using our API. No matter how ambitious we are, how
big we grow, by the way, we don't want to grow super big, there are so many use cases, places in the



world where Al can fundamentally make our lives better. We're not going to have the people. We're not

going to have the know-how to build most of these things.
(00:25:55):

And | think, like | was saying, the data is industry-specific, use case-specific, behind certain company
walls, things like that. And there are immense opportunities in every industry and every vertical in the
world to go build Al-based products that improve upon the state of the art. And there's just no way we
could ever do that ourselves. We don't want to. We if we did want to, and we're really excited to power
that for 3 million-plus developers and way more in the future.

FROCERIR:

X2 Ev Williams LARITE Twitter BYEIREI—&1E, HR—EHRIEELD: “TRIFHNQABERRFTZK, TATZA
HAR, EIESMVERRAAKIZLEEEANS.” XM AR T ETHE—RAE APl 315 300 75
AREFEERRKNB AP, BRENZAEHF L, TRENKEZK (RER—T, RMNHAFTBLERERE
R), R EEXZHAFIMGRALL AIREETE, HNVKEEBHIATF, KEEBNTUIIREANER
FRBYREB D R,

IEWNFFrE, BUERRETITL. BETAHAIN, REEQARAE. FHRNE—T T, 8—EETHE,
HEEARNNSEMEET Al RREANR, RNEFTEEECTRAEXETIE, RIMTBARXA
o HNAFEHEEENX 300 ZHA LB URRKEZHF LB RKN I,

[00:26:24] Lenny Rachitsky
English:

Coming back to your earlier point about the tech changing constantly and getting faster, not exactly
knowing what you'll have by the time you launch something in terms of the power, the model. I'm
curious what allows you to ship quickly and consistently in such great stuff? And it sounds like one
answer is bottoms-up empowered teams versus a very top-down roadmap that's planned out for a
quarter. What are some of those things that allow you to ship such great stuff so often, so quickly?

FROCERIR:

EERZAREINMR . RAREARRCEREMRMR, MEEFMETLKBENTmE, BRENENZH
Rt AEE. HRIFE, B ALLRIIEBMILIREBFSMAHXABNTm? HEXRERZ—- ‘BT
mL” BRINER, MAR—THFENEEN "BLMT HNREE. TEWLERRILIRITEMLRE,
SN RIE M & AR 4T = an?

[00:26:53] Kevin Weil
English:

Yeah. | mean, we try and have a sense of where we're trying to go, point ourselves in a direction so that
we have some rough sense of alignment. Thematically, | don't for second, and we do quarterly
roadmapping. We laid out a year-long strategy. | don't for a second believe that what we write down in
these documents is what we're going to actually ship three months from now, let alone six or nine. But
that's okay. | think it's like an Eisenhower quote, "Plans are useless. Planning is helpful," which | totally
subscribe to, especially in this world. It's really valuable. If you think about quarterly road roadmapping
for example, it's really valuable to have a moment where you stop and go, "Okay. What did we do? What
worked? What went well? What didn't go well? What did we learn and now what do we think we're going
to do next?"



(00:27:44):

And by the way, everybody has some dependencies. You need the infrastructure team to do the following
things, partnership with research here. So you want to have a second to check your dependencies, make
sure you're good to go and then start executing. We try and keep that really lightweight because it's not
going to be right. We're going to throw it out halfway because we will have learned new things. So the
moment of planning is helpful even if it's only partially.

(00:28:12):

So | think just expecting that you're going to be super agile and that there's no sense writing a three
month roadmap, let alone a year long roadmap because the technology's changing underneath you so
quickly. We really do try and go very strongly bottoms up, subject to our overall directional alignment. We
have great people. We have engineers and PMs and designers and researchers who are passionate about
the products they're building and have strong opinions about them and are also the ones building them.

So they have a real sense of what the capabilities are too, which is super important.
(00:28:49):

So | think you want to be more bottoms up in this way. So we operate that way. We are happy making
mistakes. We make mistakes all the time. It's one of the things | really appreciate about Sam. He pushes
us really hard to move fast, but he also understands that with moving fast comes, we didn't quite get this
right or that we launched this thing, it didn't work. We'll roll it back. Look at our naming. Our naming is
horrible.

FROCERIR:

B, HMHMIER, SHE—TABRNEIHEG R, IFARTERELERE—X. HNBETEREZE,
HIE T —FRRER, ERERFEEHRINEXIEXHEST THRA, ME=TABEMSAHIIRAE, F5H
ATAFEATART. BXEXR. ENAREARREN: “HHELAY, BitfdRE2Ean.” KIFE
NEAX—R, THEEA JE. XEEEMNE. UZTEREZEAF, ENNETETILRETRES: “HiMH
THA? FARHT? FARRIRF? FARIEF? HIVFETHA? FRITE@AA? 7

s, 8MABEKRBT. (REFEERFABERELES, FEMARELGE. FRIUREE—BEREKH
0, WBIRAEES, ARFERT. HNREFRFBXNIRERRE, ANHIEESHE. B—FHEK
MMEBENE, RAKNFETHRE. AL, BMETRIREESDSTH, MBI EATAEE.

Hit, (REFFHHBCSFEEHE, S IMANBAEREE—FHNBRAERLZTAEN, ANRKEHRAZK
KRT . ERFBEAELSE—BOFIRT, RMNHLERHEERON “BTFmML" B8R, HIMNERFHOAS
—IW. PM. IHIIMIBRARS, I8 CHWEN~mm@mRE, BRI, mEMIImMERMmeF
MR A. FRUUMtITEEMENERESNEN, XEXEE,

BB X FE R, FATRTICHE, —EHELHE. XRHIFEMRER Sam W—=: ik DI RE, E
IR, REEREFTESHE, NELXBHRALYR. &XR, BEMT. FERMNNGR, (s
H i EfERE.

[00:29:14] Lenny Rachitsky

English:

That was a lot of questions people had for you. Model names, yeah.
R EE:

REARSHXNENH, EEmH, B,



[00:29:18] Kevin Weil
English:

It's absolutely atrocious and we know it, and we will get around to fixing it at some point, but it's not the
most important thing and so we don't spend a lot of time on it.

FROCERIR:

BHEEABHE, RIECHANE, RSB —RIEFREH, EEFERREENE, FURITKEXSHE
£ LH.

[00:29:27] Lenny Rachitsky
English:

But it also shows you how it doesn't matter. Again, ChatGPT the most popular, fastest growing product in
history, it's the number one Al, APl and model. So clearly it doesn't matter that much.

FRCERIR:

BEXGRRATSH{HAREE, ChatGPT BHELRRNIL. ERERN~m, ERHIEE AL APIHIE
B, B, BFEPALEE,

[00:29:39] Kevin Weil

English:

And we name things like 03 mini high.
FRCERIE:

AL ZREGHERE U 03 mini high,

[00:29:46] Lenny Rachitsky
English:

Man, | love it. Okay. So you talked about roadmapping and bottoms up and I'm really curious, is there a
cadence or a ritual of aligning with you or Sam or you review everything that's going out? Is there a
meeting every week or every month where you guys see what's happening?

FROCERIR:

KB, HRERZNT . MR TREEMB TML, RREFE, MMIBELBEEMHEINARMIMREK Sam 7
X757 AEBMEFEMEERTNARRL? BRESANSANSIGLRITT RHE?

[00:30:03] Kevin Weil
English:

On key projects. So we do product reviews and things like that, like you would expect. There isn't a ritual
because there isn't... | would never want us to be blocked on launching something, waiting for a review
with me or Sam, if we can't get there. If I'm traveling or Sam's busy or whatever, that's a bad reason for us
not to ship. So obviously for the biggest, most high priority stuff, we have a pretty close beat on it, but we



really try not to, frankly. We want to empower teams to move quickly, and | think it's more important to

ship and iterate.
(00:30:42):

So we have this philosophy, we call iterative deployment, and the idea is we're all learning about these
models together. So there's a real sense in which it's way better to ship something even when you don't
know the full set of capabilities and iterate together in public. And we co-evolve together with the rest of
society as we learn about these things and where they're different and where they're good and bad and
weird. | really like that philosophy.

(00:31:12):

I think the other thing that ends up being a part of our product philosophy is the sense of model
maximalism. The models are not perfect. They're going to make mistakes. You could spend a lot of time
building all kinds of different scaffolding around them. And by the way, sometimes we do because
sometimes there are kinds of errors that you just don't want to make, but we don't spend that much time
building scaffolding around the parts that don't match that because our general mindset is in two
months there's going to be a better model and it's going to blow away whatever the current set of
limitations are.

(00:31:52):

So if you're building, and we say this to developers too, if you're building and the product that you're
building is right on the edge of the capabilities of the models, keep going, because you're doing
something right because you give it another couple months and the models are going to be great, and
suddenly the product that you have that just barely worked is really going to sing. And that's how you
make sure that you're really pushing the envelope and building new things.

FRZERIE:

MFXRIME, BIISM~RTEZEN, ENRFAMENEE. BHEEEEN ‘N , BEARTFER
WA HREAEFHRM Sam WITPETHEF. MEREHERE Sam BRI, XAMIZEAENTEHHIIES,
22, WFREA. REARRSNEE, RNSEFHBTXE, BEERE, RIREFTFH. KFEHENE
PAMRIRTTEN, FIANAARBIERBEE,

BINE—FMESE, Wi “EREBE" (terative Deployment) . ZOESE: RITBEMAR —ELF XL
B, FRLL, BMERIERSERTRERMNSIEES], ALRBHRAEAR@INERER, MRRTFEZ, BER
(T XEBEYNTR—ENWERR. MELF. WERF. BEFR—RINSEMISER# K. BFES
MOXTHEF

FREFNS IR “REEEFEX" (Model Maximalism)., REHFRTE, ENRICHE, RAIUEAE
EFEREEEMEEM “BIFR" (Scaffolding, EIMBLORNE). INER—T, BREINBEIXAM,
NELEERBENTRILN. ERNFHXRSHEEEMBERTENMT, FBARIMNNEREOSE: B
AEMaBBFHERE, extKERERBNER.

FREL, SNRIRIEEMZN ™ mSFATEREEINNS, BHE, RARENT. B3R, RERIER
SBA, RN IEMBRERNTmMERIAFERHE. XMEWRIMBAERBKILIR. WEHEMNG .

[00:32:19] Lenny Rachitsky
English:

| had the founder of Bolt on the podcast, StackBlitz is the company name, and he shared this story that
they've been working on this product for seven years behind the scenes and it was failing. Nothing was



happening. And then all of a sudden it was, sorry to mention a competitor, but Claude came out or a
Sonnet 3.5 came out and all of a sudden everything worked and they've been building all this time and
finally it worked. And | hear that a lot with YC, just like things that never were possible now are just
becoming possible every few months with the updates to the models.

FRCERIR:

HEBIFY StackBlitz (AFR) BIEIBA, AET—MRE: NFANHLA—NTaEtE, —BXK,
ELHRB. AERAE—IBHRITEXNF—Claude KT, HEW Sonnet3.5 X% 7T, RAB—IER
BB T . TR TXAA, BFMINT . HE YC BEERFXMHRE: UAIAAIENS, BEEESR/T
BHER, RAMERFARET .

[00:32:48] Kevin Weil
English:

Yeah, absolutely.

R EE:

B, Byttt

[00:32:50] Lenny Rachitsky
English:

Let me actually ask this, | wasn't planning to ask this, but I'm curious if you have any quick thoughts just
why is Sonnet so good at coding, and thoughts on your stuff getting as good and better at actual coding?

AR ERIE:

HRINER—T (BAREITHIA) © RX Sonnet AT ATERIZES X AREHAEE? LRI mIESE
PrémizaE] LB HBRENNRE?

[00:33:01] Kevin Weil
English:

Yeah. | mean, kudos to Anthropic. They've built very good coding models. No doubt. We think that we can
do the same. Maybe by the time this podcast has shipped, we'll have more to say, but either way, all
credit to them. | think intelligence is really multi-dimensional and so | think the model providers... It used
to be that OpenAl had this massive model lead, 12 months or something ahead of everybody else. That's
not true anymore. | like to think we still have a lead. I'd argue that we do, but it's certainly not a massive
one. And that means that there are going to be different places where the Google models are really good
or where Anthropic models are really good, or where we're really good and our competitors are like, "We
got to get better at that." And it actually is easier to get better at a certain thing once someone's proved it
possible than it is to forge a path through the jungle and doing something brand new.

(00:34:03):

So | just think as an example, it was like nobody could break 4 minutes in the mile, and then finally
somebody did and the next year 12 more people did it. | think there's that all over the place and it just
means that competition is really intense, and consumers are going to win and developers are going to
win and businesses are going to win in a big way from that. It's part of why the industry moves so fast, but



all respect to the other big model providers. Models are getting really good. We're going to move as fast as

we can and | think we've got some good stuff coming.
R EIE:

M. @ Anthropic B8, I TSSHET IFE HBRRIERE, SR, FITANIINBLERE. BiFE
XM EELATE, RINZBEEZHEEER, BLLWNMA, h5EATMIl. HIANNEERRZSHEERN, FIUFRRE
AURRBIR RS -~ LRI OpenAl 1B EXBIMEMTE, FkFIA 12 MBER. HAEFREXEFT . HilRATIAN
BAMLREFGSE, HBEIERX—R, BENFTBREARNER, XEWEERLSE Google FIEAIRIE, X
L£75H Anthropic fR38, MRLEAEKNTRE, REXNFIW: “RIMEFERLEMR.” Kirt, —BAEA
AT R EE AN, BHERZCEMDPAR—FEFNEREZEZ.

MEIE—KE, MR ARNRE 4 21, BEIBARKT, B2FME 12 TABMET, RESXMINKEELA
W, XERERFIFEH. HEE. ARENEUHRMPZH, XBRTIWRRAKZIREREZ— 3¢
HWARBREEBREEE, REMELTFERET. BIMERAERMITE, BBRNE—LEFRBENE
o

[00:34:36] Lenny Rachitsky
English:

Exciting. This makes me also think about, in many ways other models are better at certain things, but
somehow ChatGPT is the... If you look at all the awareness numbers and usage numbers, it's like no
matter where you guys are in the rankings, people seem to just think of Al ChatGPT almost as the same.
What do you think you did right to win in the consumer mindset, at least at this point and awareness in
the world?

FRCERIR:
LANME, XiLFER, BAEMERAERESESL, BARNAM ChatGPT KAR - MRIMENZENE

B#IE, TR ERIPLATHAME, AMAFE AIF ChatGPT BIERE XA, RIAAIRIIMEX T 1+
4, MEEBEEOENERNRZRE LR TX—/F?

[00:35:02] Kevin Weil
English:

| think being first helps, which is one of the reasons why we're so focused on moving quickly. We like
being the first to launch new capabilities. Things like deep research. Our models, they can do a lot of
things. So they can take real-time video input, you have speech to speech, you can do speech to text and
text to speech. They can do deep research. They can operate on a canvas, they can write code. So
ChatGPT can be this one- stop-shop where all the things that you want to do are possible. And as we go
forward in it, we have more agentic tools like Operator where it's browsing for you and doing things for
you on the web, more and more you're going to be able to come to this one place to ChatGPT, give it
instructions and have it accomplish real things for you in the world. There's something fundamentally
valuable in that. So we think a lot about that. We try to move really fast so that we are always the most
useful place for people to come to.

FROCERIR:

HiAR “FTEMB” BREEY, XLEHRIMLE ETFRETHHRERRZ — FNERRAHELIINE, LN
REMT. FAHEREMRSSE. SRR, BEWES. BERXF. XFRES. ElRMRER
R, BEEET (Canvas) Li#fE, 8853, ChatGPT AILIRA— “—ubEE" , RIEMMBIFESIEERE



DX BRI, BERNASHEHE, HNBETES Agent (Baefd) TA, Lkl Operator, ER]AFERIN 5
. EWLEBIRDE, EREZHAZRKE ChatGPT X— 75, TiXES, LEERKERFRRTEMES
BfESS. XARREMNNE. FIUFKINETRZORE, SHBE R, BRENGLXEAMMOFRER. &
BRI,

[00:36:04] Lenny Rachitsky
English:

What would you say is the most counterintuitive thing that you've learned after building Al products or

working at OpenAl, something that's just like, "I did not expect that?"
R EIE:

IR Al P amETE OpenAl TEfE], RFEEINERERNEBRMTA? BMILMRER “RT2&HEIIXE"
NE N

[00:36:14] Kevin Weil
English:

| don't know, maybe | should have expected this, but one of the things that's been funny for me is the
extent to which you're trying to figure out how some product should work with Al, or even why some Al
thing happens to be true, you can often reason about it the way you would reason about another human
and it works. So maybe a couple examples. When we were first launching our reasoning model, we were
the first to build a model that could reason, that could, instead of giving you just a quick system one
answer right away to every question you asked, it was the third Emperor of the Holy Roman Empire,

here's an answer.
(00:36:59):

You could ask it hard questions and it would reason. The same way that if | asked you to do a crossword
puzzle, you couldn't just snap fill in everything. You would be, "Well, okay. On this one across, | think it
could be one of these two, but that means there's an A here. So that one has to be this, away, back track,
step-by-step build up from where you are." Same way you answer any difficult logistical problem, any
scientific problem. So this reasoning breakthrough was big, but it was also the first time that a model
needed to sit and think. And that's a weird paradigm for a consumer product. You don't normally have
something where you might need to hang out for 25 seconds after you ask a question.

(00:37:40):

So we were trying to figure out what's the Ul for this? With deep research where the model's going to go
and think for 25 minutes sometimes, it's actually not that hard because you're not going to sit and watch
it for 25 minutes. You're going to go do something else. You're going to go to another tab or go get lunch
or whatever, and then you'll come back and it's done when it's like 20, 25 seconds or 10 seconds, it's a

long time to wait, but it's not long enough to go to do something else.
(00:38:09):

So you can think, if you asked me something that | needed to think for 20 seconds to answer, what would
I do? | wouldn't just go mute and not say anything and shut down for 20 seconds and then come back. So
we shouldn't do that. We shouldn't just have a slider sitting there. That's annoying. But | also wouldn't
just start babbling every single thought that | had. So we probably shouldn't just expose the whole chain
of thought as the model's thinking, but | might go like, "That's a good question. All right." | might



approach it like that and then think. You're maybe giving little updates and that's actually what we ended
up shipping.
(00:38:49):

You have similar things where you can find situations where you get better thinking sometimes out of a
group of models that all try and attack the same problem, and then you have a model that's looking at all
their outputs and integrating it and then giving you a single answer at the end. | mean, sounds a little bit
like brainstorming. | certainly have better ideas when | get in a room and brainstorm with other people
because they think differently than me. So anyways, there's just all these situations where you can
actually reason about it like a group of humans or an individual human and it works, which | don't know,
maybe | shouldn't have been surprised but | was.

AR ERIE:

BAE, BIFRAZTAE, ENEREREEN—RE: SFRREFFREED Al Fmiizi@ialE, HE
Nt Al SRMEEMEFEN, (FEFAUEGEE A" —HEREE, MAFREER. 2L 601F: S3(]
F—REMWIEEE (Reasoning Model) B, ITBHE ML EEHIENREN, EXBRBAM—MRE
B ‘R 1" AEE (KNE#EZESHFEE=E2F2E, EWE),

fREJ AR EXER, ERAHEE, MERILMRMIETEY, (RAEBREIERR, (Ra@: B, Mm% —17, 78
EXHMAZ—, EXEHREXEENA, U MEASTEXD " MakEHRK. B, —STEE, ##
REMERHYRIE AR F R AE2 M. HEEDHRKEAR, EXHLEERERFE “LTXRE
£ o WFHEALT @R, XB2—PEENEN. MBEAZERRNREES 25 WHER.

FRUFRAER: Ul i EAM? WTFREMR, RERRERE 25 01, XRMAYE, EHARFZETEE 25
o8, MMEETHIN, BXBE. BNRE 10225, XERERK, EX&KEILFEETIINE.

FRIRETLA: MRREFR—NEE, HFBRDE 20 WA EOE, RIEAM? RFASRAZTME, T 20
MEFO. FURMNARZZIB—MEESR, BEOAN. EREATEIEMFENES—NSKEMBEL R, Fr
UENANZETREREERE, BRAESY: "N, ILHEE” Rash—E)\WEHRER,
AR &L R HRIA T

KMBBERER: ARE—AREAFRKE—NRE, ARH—MREZGENNEE, MRZBIF. X
KAGKRN R, HEMIATE—IEEELRNREN, KNEESEY, BARRNBEFRATE. 22,
TEREZERT, (RALIBREEFE—BFAR—PIAKEE, XMGEEEER. HFMENTARSREIR
7, BRAERIFE T,

[00:39:27] Lenny Rachitsky
English:

That is so interesting because when | see these models operate, | never even thought about you guys
designing that experience. To me, it just feels like this is what the LLM does. It just sits there and tells me
what it's thinking. And | love this point you're making of let's make it feel like a human operating and
well, how does a human operate? Well, they just talk aloud. They think, here's the thing | should explore.
And | love that deep sequence to the extreme of that where they're just like, "Here's everything I'm doing
and thinking." And people actually like that too, | guess. Was that surprising to you, "Maybe that could

work too. People seem to like everything?"
FRZERiE:

XAEBT, AAHBREBIXEEREITH, BRMREIZRNLH T XMER, WHRH, BIEHME LLM &
KpLEXF, LEPSTIFREERM 4. RERMIRE LEBRERARRE X—xR. AREBAREN? X



AREE, BEETRZREMTA, RBEIW DeepSeek MMIREHMME, BR “XERETMAMEN—
77 o HERANEELEESIAERN, XILREREIRFE?  “WiFfEdT, AMRPEFAEER? °

[00:40:02] Kevin Weil
English:

Yeah. We learned from that actually because when we first launched it, we gave you the subheadings of
what the model was thinking about, but not much more. And then deep seek launched and it was a lot
and we went, | don't know if everyone wants that. There's some novelty effect to seeing what the model's
really thinking about. We felt that too when we were looking at it internally. It's interesting to see the
model's chain of thought, but it's not... | think at the scale of 400 million people, you don't want to see
the model babble a bunch of things.

(00:40:34):

So what we ended up doing was summarizing it in interesting ways. So instead of just getting the
subheadings, you're getting one or two sentences about how it's thinking about it and you can learn from
that. So we tried to find a middle ground that we thought was an experience would be meaningful for
most people, but showing everybody three paragraphs is probably not the right answer.

AR ERIE:

=0, BIMBEMPZEIET, SENRPEGE, REHTEEBZN/IMRE, [5¥ DeepSeek X7, &
TTEEZAR. HMNHRE, FHNERFEFREABBERAZ, FERYRREBTAMHIEXIHE
B, BAERBNLEBEIMEE, FEITB4EHREH, B (LISTE 4 (AP BINIRT, (RAFEEE
REEAREAS BLIE— KM

FRUENRALNEER UEBN A AHITEE, MANEREMRE, TREH-—RaOXTENREZME
R, fRATUMABES, HMNRERE—MIFAER, BRILEASBARTEEX, XFRUEEBPTABER=ZK
1553742

[00:40:57] Lenny Rachitsky
English:

This reminds me of something else you said at the summit that has really stuck with me, this idea that
chat, people always make fun of chat is not the future interface for how we interact with Al, but you made
this really interesting point that may argue the other side, which is, as humans we interface by talking and
the IQ of a human can span from really low to really high and it all works talking to them and chat is the
same thing and it can work on all kinds of intelligence levels. Maybe | just shared it, but | guess anything
there about just why chat actually ends up being such an interesting interface for LLMs?

AR ERIE:

HiLHFBEMEES ERNS—GF, F—HIEE. AMIEEXR “WEE" (Chat) FERK AIREHF
H, BIMEHT —MEEEBIMR: FAAE, HMBIRXKRZE, MAR IQBERK, TiLEHR, @&
RIKEREEITIS B, Chat BR—1F, ERILIENEZMERKF. WIFRELBMRRT, EXTHHA Chat &
B LLM SNk B BeY R E, (REAE+axhzig?

[00:41:30] Kevin Weil

English:



Yeah. | don't know, maybe this is one of those things | believe that most people don't believe, but |
actually think chat is an amazing interface because it's so versatile. People tend to go, "Chat. Yeah. We'll
figure out something better." And I think it's incredibly universal because it is the way we talk. | can talk to
you verbally like we're talking now. We can see each other and interact. We can talk on WhatsApp and be
texting each other, but all of these things is this unstructured method of communication and that's how
we operate.

(00:42:12):

If I had some more rigid interface that | was allowed to use when we spoke, | would be able to speak to
you about far fewer things and it would actually get in the way of us having maximum communication
bandwidth. So there's something magical. And by the way, in the past it never worked because there
wasn't a model that was good at understanding all of the complexity and nuances of human speech, and
that's the magic of LLMs. So to me, it's like an interface that's exactly fit to the power of these things. And
that doesn't mean that it always has to be just like | don't necessarily always want to type, but you do
want that very open-ended, flexible communication medium, it may be that we're speaking and the
model's speaking back to me, but you still want the very lowest common denominator, no restrictions
way of interacting.

AR ERIE:

B, XEREERREERSHARENEBZ—: Kkl Chat B — M THAENRE, ENEIFEEA. Af]
Bii: “Chat i, HMUESHEIEFR.” ERIUNEREEE, RAXMEIHNTRNAG N A URH
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[00:43:04] Lenny Rachitsky
English:

That is so interesting. That's really changed the way | think about this stuff is that point that chat is just so
good for this very specific problem of talking to superintelligence basically.

FROCERIR:
XEBT, XEMRETEMNXHENEE: Chat BEMRT “SBRERENE X MIER>,

[00:43:13] Kevin Weil
English:

By the way, | think it's not that it's only chat either. If you have high volume use cases where they're more
prescribed and you don't actually need the full generality, there are many use cases where it's better to
have something that's less flexible, more prescribed, faster to specific task, and those are great too, and
you can build all sorts of those. But you still want chat as this baseline for anything that falls out of
whatever vertical you happen to be building for. It's like a catch-all for every possible thing you'd ever
want to express to a model.



AR ERIE:

IRfER—T, FHhARIHIREER Chate NRIMESIM. AREEENAL, FTHEET2ERM, BACARE
MR, BALE. HWREESERNABZEL, XEWRE, MAIUMNESMIENTRE, BRNHATE
Chat fEAREE, RAMEEFBHRFAMENEZERMRZIMER. EMER— “2eEkeR” , sTRUAHIR
BEMRBE T AR ENER.

[00:43:51] Lenny Rachitsky (Ad: OneSchema)
English:

I'm excited to chat with Christina Gilbert, the founder of OneSchema, one of our long-time podcast
sponsors. Hi, Christina. [Ad content omitted for brevity but translated below]

AR ERIE:

BEMEES OneSchema BYBIE A Christina Gilbert 321%, 2 11AVKEREEBIE. OneSchema RiE#EL T
FileFeeds, FIRTE 15 DHANWESEMAFNER, FEESH CSV 2 SFTP XH*EIT], XitkrF=mER
TEITRZHABANN NEN ORI TFhEER, #R T RARNHEERMIELET P VIE T,

[00:45:23] Lenny Rachitsky

English:

| want to come back to that you talked about researchers and their relationship with product teams. |
imagine a lot of innovation comes from researchers just like having an inkling and then building
something amazing and then releasing it, and some ideas come from PMs and engineers. How do those

teams collaborate? Does every team have a PM? Is it a lot of research-led stuff? Give us a sense of just
where ideas and products come from mostly.

FRCERIR:

HBOERIREIRIAFS (Researchers) 5 mBEIARIX R, HBRZLIFKETFHARIN—IRE, ARM
HTIRARNKRAEH A, BLERENFRE PM ATLED, XLEFRZWENERN? SPEEE PMI3? 2R
EEFHE? BHIFHNEEN~mEEREMWE,

[00:45:49] Kevin Weil
English:

It's an area where we're evolving a lot. I'm really excited about it, frankly. | think if you go back a couple of
years when ChatGPT was just getting started, obviously, | wasn't in OpenAl, but... We were more of a pure
research company at the time. Chat GPT, if you remember, was a low-key research preview.

FRCERIR:

XE—HITETEREFCRTIS, BEEW, FXTUIIEE A, WRAREIR|JLERT ChatGPT NIFEHIEE (2
RIHLEARTE OpenAl), HTENEGE—RAMRAE. WRMFICHE, ChatGPT HENRE—MEFEH “tH
RFERR” (Research Preview),

[00:46:14] Lenny Rachitsky

English:



For many years.

AR ERIE:

[00:46:15] Kevin Weil

English:

Yeah. It wasn't a thing that the team launched thinking it was going to be this massive product.
R EE:

=i, HFRMRERN, HEIEEESHA— ML EXRIam.

[00:46:19] Lenny Rachitsky
English:

Oh, Chat GPT. Yeah.

R EE:

I8, ChatGPT, 2H,

[00:46:21] Kevin Weil
English:

And it was just a way that we were going to let people play with and iterate on the models. So we were
primarily a research company, a world-class research company, and as ChatGPT has grown and as we've
built our B-to-B products and our APIs and other things, now we're more of a product company than we
were. | still think we can't... Open Al should never be a pure product company. We need to be both a
world-class research company and a world-class product company, and the two need to really work
together, and that's the thing that | think we've been getting much better at over the last six months. If
you treat those things separately and the researchers go do amazing things and build models and then
they get to some state and then the product and engineering teams go take them and do something with
them, we're effectively just an APl consumer of our own models.

(00:47:17):

The best products though are going to be, it's like | was talking about with deep research, it's a lot of
iterative feedback. It's understanding the products you're trying to sell or the problems you're trying to
solve, building evals for them, using those evals to go gather data and fine-tune models to get them to be
better at these use cases that you're looking to solve. It's a huge amount of back and forth to do it well.
And | think the best products are going to be ENG product design and research working together as a
single team to build novel things. So that's actually how we're trying to operate with basically anything
that we build. It's a new muscle for us because we're kind of new as a product company, but it's one that
people are really excited about because we've seen every time we do it, we build something awesome,
and so now every product starts like that.

FROCERIR:



BREFMDBEAMNFENERREN—FMERN. FIUBRNENEER—RARLQE, —RUREN, HEE
ChatGPT IR, LUIRIXNIHMET B2B ™=m. APIZE, MARILEUFIEGR—R=mA B, BHEMNAINA,
OpenAl KIZ RN ZM A — KK~ mAT, KNF2RBERARNARAR, XEZHAZN~RAE, WE
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RIFNF RN ZE —ERRINRERR —FEAENERR IR, EBHEMESEN MmN ER RN,
ANENHIE Evals, FRXE Evals IREHIEAMIBRE, FHAXLERG ERNE. BEMIFX—R, FEX
ENRERRE, WNARFHNFRERIE. Fa. KITHNAREA—NBERAMNERWERNFFEY. XIE
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ARMUAFENE, RARNERESRZIFREREHDREFNRA WE, SN iR 1E0,

[00:48:07] Lenny Rachitsky
English:

How many product managers do you have at Open AI? | don't know if you share that number, but if you
do.

AR ERIE:

OpenAl EZ VR mE? RAHEMBL HEEEX T,

[00:48:11] Kevin Weil
English:

Not that many, actually. | don't know, 25. Maybe it's a little more than that. My personal belief is that you
want to be pretty PM light as an organization just in general. | say this with love because | am a PM, but
too many PMs causes problems. We'll fill the world with decks and ideas versus execution. So | think it's a
good thing when you have a PM that is working with maybe slightly too many engineers because it means
they're not going to get in and micromanage. You're going to leave a lot of influence and responsibility
with the engineers to make decisions. It means you want to have really product-focused engineers, which
we're fortunate to have. We have an amazingly product focused, high agency engineering team. But when
you have something like that, you have a team that feels super empowered, you have a PM that's trying
to really understand the problems and gently guide the team a little bit but has too much going on to get
too far into the details, and you end up being able to move really fast. So that's kind of the philosophy we
take.

(00:49:23):

We want Product ENG leads and product engineers all the way through. We want not too many PMs, but
really awesome, high quality ones, and so far that seems to be working pretty well.

FRZERIE:

HIEARZ, R#f 251, BIFEHNZ—R. RTANGRRE, ARBELVZRFRE “BPM” . BEXARZER
NEREZDERN, BPM XSS, HiZILURTFE PPTHEE, MARRIT. FRUFKIAN, H—
™ PM HEHMERSNIEMNE—HEE, RAXBEREMITENERHNER, MIPBREFREN
MRAEBLTEN. XEKREMFEZFEXTFmNIEN, MENREHEXF—ZRAEFREIR. S8
st (High Agency) BITR2HIBA. ARXMBERT, BRI EDRN, PM ATTRNIE@EREHRES
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BMNFEMKIEBZTmSANIEATANIRM, FMNFAFEXRSZ PM, EFERELE. BHEN
PM. BRIRE, XMIEEIFFIFET.

[00:49:36] Lenny Rachitsky
English:

| imagine being a PM at Open Al is a dream come true for a lot of people. At the same time, | imagine it's
not a fit for a lot of people. There's researchers involved, very product minded engineers. What do you
look for in the PMs that you hire there for folks that are like, "Maybe | shouldn't go work there. | shouldn't

even think about that."
AR ERIE:

FEEBRTE OpenAl & PM Z2RZANEHE. BRI, HWRESIHTESHEA. XEBHRL, BIFEET
kB T2, fREREE PM BIEEMHA? WTFBLEATEER “BIFEPZERILIE BA, REHFLE
w?

[00:49:54] Kevin Weil
English:

| think, I've said this a few times, but high agency is something that we really look for, people that are not
going to come in and wait for everyone else to allow them to do something, they're just going to see a
problem and go do it. It's just a core part of how we work. | think people that are happy with ambiguity,
because there is a massive amount of ambiguity here, it is not the kind of place, and we have trouble
sometimes with more junior PMs because of this, because it's just not the place where someone is going
to come in and say, "Okay, here's the landscape, here's your area, | want you to go do this thing." And
that's what you want as an early career PM. | mean, no one here has time and the problems are too ill-
formed and we're figuring them all out as we go. And so high agency, very comfortable with ambiguity,

ready to come in and help execute and move really quickly. That's kind of our recipe.
(00:50:55):

And | think also happy leading through influence because... | mean it's usual as a PM, people don't report
to you, your team doesn't report to you, et cetera, but you also have the complexity of a research
function, which is even more sort of self-directed and it's really important to build a good rapport with
the research team. | think the EQ side of things is also super important for us.

FROCERIR:

HELWIHIURT, “Seeshtt” (High Agency) RRITIFEREN. HNFERMAILENARNA &
FREHOAN, NEBHREMSERDFRR XREMNIFELSANZO. HR, BEEENERME
(Ambiguity) , FAXEERENEMIE. FNTEREBENE PM HZBEIEYE, HAXERZHRMZEA
FHIFR “XERIR, X2RBT, FEXHEMT” BtG. FRRWLEEFIR PM, {RE]8EEEXiHERH
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tiIEMBEHRE, SHABARRILIRFNXZAEZEXRER, HIANEE (EQ WHIRHBIFETEE,

[00:51:24] Lenny Rachitsky



English:

| know at most companies, a PM comes in and they're just like, "Why do we need you?" And as a PM you
have to earn trust and help people see the value, and | feel like at Open Al it's probably a very extreme
version of that where they're like, "Why do we need this person? We have researchers, engineers, what
are you going to do here?"

FRCERIR:

HABEERZHAR, PMRAERKE, SIASE: “BNAFAFER? 7 PM OARSEEHIERNE, &R
1372 OpenAl, XMIFREIEEERIG, ARSE: “KIVBHRA. BIREIW, B2RFH? 7

[00:51:40] Kevin Weil
English:

Yeah, | think people appreciate it done right, but you bring people along. | think one of the most
important things a PM can do well is be decisive. So there's a real fine line. You don't want to be making...
I mean it's kind of like, | don't love the PM as the CEO of the product illusion all the time, but just like Sam
in his role would be making mistakes if he made every single decision in every meeting that he was in.
And he would also be making mistakes if he made no decisions in any meetings that he was in, right? It's
understanding when to defer to your team and to let people innovate. And when there is a decision to be
made that people either don't feel comfortable with or don't feel empowered to make, or a decision that
has too many different disparate pros and cons that are spread out across a big group and someone
needs to be decisive and make a call, it's a really important trait of a CEO.

(00:52:41):

It's something Sam does well, and it's also a really important trait of a PM kind of at a more microscopic
level. So because there's so much ambiguity, it's not obvious what the answer is in a lot of cases, and so
having a PM that can come in and... And by the way, this doesn't need to be a PM, I'm perfectly happy if
it's anybody else, but | kind of look to the PM to say, if there's ambiguity and no one's making a call, you
better make sure that we get a call made and we move forward.

FROCERIR:

28, MRBEXY, RRESBREH. MBEFTEAR—EE. HIAN PM EMNREEZNEZ —HMERER

(Decisive) s XBE—HKMIHRL. HATLINE “PMEF=HH CEO” XU, B Sam, MRMES
PN EEEE—NRE, BREHE; MRMWEFMEINLEHFMURE, BEEBHE. XBETERNTARE
ZIFENF AR AL AR EHT, MAAREIARRIFR, FHENTENAEZRANERFZEN, TES
ANibtHsRiaiR, X2 CEO FIEERHFR,

Sam iFRYF, XtBE PM ERMEEH LIEFERNHFR. BAERZHRME, REMBREZATEMS

Wo FRUARE— PM IR —IRER—T, F—EIFFE PM, ERAEIUA—ERHMETIEE PM
R MREFERMIERRAMRE, (RETHRREAEABR, LSS0,

[00:53:07] Lenny Rachitsky
English:

This touches on a few posts I've done of just, where is Al going to take over work that we do versus help us
with various work? So let me come at this question from a different direction of just how Al impacts
product teams and hiring, things like that. So first of all, there's all this talk of LM's doing our coding for
us, and 90% of code is going to be written by Al in a year. Dario at Anthropic said that. At the same time,



you guys are all hiring engineers like crazy, PM's like crazy. Every function is dead, but you're still hiring
every single one. | guess just, first of all, let me just ask this, how do you and the team, say engineers,
PMs, use Al in your work? Is there anything that's really interesting or things that you think people are
sleeping on in how you use Al in your day-to-day work?

FRCERIR:

HIRETHREIN—EXE: Al SEMESEIRARENNIF, XIEMLESEMHEIFRN? LR IMAE
18]: Al SN2 ie = mE PAFIFEES? Bk, FIAERER LLM 2B RIS R, —FR 90% BAREEH Al RS
(Anthropic 89 Dario XAWE) . ESILFEE, (RITEERIEHEEIZNN PM. BAWRZFHERREE “5L”
T, BIRNSNRAEEE. F8R, FAFENERA (TN, PM) EIERZMEEA Al B? BEEHAR

BB, FEMEEAKTLRIREINAE?

[00:53:52] Kevin Weil
English:

We use it a lot. | mean, every one of us is in Chat GPT all the time summarizing docs, using it to help write
docs with GPTs that write product specs and things like that, all the stuff that you would imagine. | mean
talk about writing evals, you can actually use models to help you write evals and they're pretty good at it.
That all said, I'm still sort of disappointed by us, and | really mean me, in, if | were to just teleport my five-
year-old self leading product at some other company into my day job, | would recognize it still. And | think
we should be in a world, certainly a year from now, probably even more now, where | almost wouldn't
recognize it because the workflows are so different and I'm using Al so heavily, and 1'd still recognize it
today. So I think in some sense, I'm not doing a good enough job of that.

(00:54:46):

Just to give an example, why shouldn't we be vibe coding demos right, left and center? Instead of
showing stuff in Figma, we should be showing prototypes that people are vibe coding over the course of
30 minutes to illustrate proofs of concept and to explore ideas. That's totally possible today, and we're
not doing it enough. Actually, our chief people officer, Julia, was telling me the other day, she vibe coded
an internal tool that she had at a previous job that she really wanted to have here at Open Al and she
opened, | don't know, Windsurf or something, and vibe coded it. How cool is that? And if our chief people
officer is doing it, we have no excuse to not be doing it more.

FRCERIR:

BITARIFESZ. SPABMEREHA ChatGPT 24X, AENSEF~mMiE (Specs) B GPT BN
F, XLEARERRERE], REIART Evals, MREKAILULEREENRE, BT SR HE. REQL, ZWES (e
EHIN) ERERKE. MREAFFHAHMATAS~mBBE X MENRMUL, FNHARANEXTT
B HIANNTE—FE, BEUE, HNEZLTF—PHLFUREZINTNER, RATERRZTER
@, AINZ5ENZRE. BSRIELMARIALE, FIUMEMEX L, RESHRMIIERBLT.

BT, ATARNARRZEIRH#T “REHIE" (Vibe Coding) ERIE? SHIE Figma BERRARA, i
Rz ANE 30 DHMBEE “FEHRE RBHRNEE, BERBTMSIIE (PoC) MRFME. XES
REEAT, BRIMISERS, FELE, RNVEFEANE Julia 5i/LRESFHK, A “REHRE 71
siERI AR AT, WMAEHBARTE OpenAl BRYRER TR, #FTH T Windsurf ZEMTH, B “FEHRE BE
To XSEM! MRFNNEFEANBEHEXAM, HITLEEBRFMMEES,

[00:55:34] Lenny Rachitsky

English:



That's an awesome story. And some people may not have heard this term vibe coding. Can you describe
what that means?

AR ERIE:

ENMHERET . BEAFREEME “FREYHwE" (Vibe Coding) XM, fREEEA—TERHTARRNG?

[00:55:40] Kevin Weil
English:

Yeah, | think this was Andrej's term.
FRCEE:

=M, FAEXZ Andrej (Karpathy) &BA#9iE,

[00:55:45] Lenny Rachitsky
English:

Andrej Karpathy. Yeah.

FRCERIE:

Andrej Karpathy, &%,

[00:55:46] Kevin Weil
English:

Andrej Karpathy. Yeah. So you have these tools like Cursor and Windsurf and GitHub Copilot that are very
good at suggesting what code you might want to write. So you can give them a prompt and they'll write
code and then as you go to edit it, it's suggesting what you might want to do. And the way that everyone
started using that stuff was, give it a prompt, have it do stuff, you go edit it, give it a prompt, and you're
kind of really going back and forth with the model the whole time. As the models are getting better and as
people are getting more used to it, you can kind of just let go of the wheel a little bit. And when the
model's suggesting stuff, it's just like, tap, tap, tap, tap, tap. Keep going. Yes, yes, yes, yes, yes.

(00:56:29):

And of course the model makes mistakes or it does something that doesn't compile, but when it doesn't
compile, you paste the error in and you say, go, go, go, go, go. And then you test it out and it does one
thing that you don't want it to do, so you enter in an instruction and say, go, go, go, go, go, and you just
let the model do its thing. And it's not that you would do that for production code that needed to be
super tight today yet, but for so many things, you're trying to get to a proof of concept, you're getting to a
demo and you can really take your hands off the wheel and the model will do an amazing job, and that's
vibe coding.

FR3ZERiE:

=M, 1RE Cursor. Windsurf #I GitHub Copilot XY TR, Ef1HEEEKENAE, FRaIUAE(]—MeR
i, eflEHAE, HREENE, ENSBNT—YP. RVVARNERARE: LT, iLEE, RE
B, BAETIE, 2EMRERENE, MEEIETRE, ARBIIRT, RAUEN “MAFRAR” . SR8
Ei)‘41‘€ﬁgﬁjy Tmﬁﬁ—ﬁj’? Tabi@l ]TJJ 5@', él\_*é;t':, ir.l-o



HARERICHE, REARREENED, BNRAET, MB#HRMEE, i %8, BFe” . ARMEN
H—T, KMEMMLEAZMFEBER, FMA—FES, ARBEILEH, RAMRREAEESZAXMT
AEREREENEF A, EXNTREFRFE—LLWNE PoC. i Demo—fRFEEAILIRFILER A
F, EERGERE®. XME “RERE -

[00:57:05] Lenny Rachitsky
English:

That's an awesome explanation. | think the pro version of that, which is, | think, the way Andre even
described it as you talk, there's a step like whisper or super whisper or something like that where you're

talking to the model, not even typing.
R EE:

RRERAET., REXEED “TUAR” , #& Andrej BRI, REERAITF, MBI Whisper Z 3
BT EBZEMREIIE,

[00:57:17] Kevin Weil
English:

Yeah, totally.

FRCERIE:

0, FTERIER.

[00:57:19] Lenny Rachitsky
English:

Oh man. So let me just ask, | guess, when you look at product teams in the future, you talked about how
you guys should be doing this more, instead of designs, having prototypes, what do you think might be
the biggest changes in how product teams are structured or built? Where do you think things are going in
the next few years?

FROCERIR:

KB LR, BREERRKN™mE, (REIFNNZEZSHARENERT, MANFmEMR
HEMHMELNERANBUIEBHA? KRKVEFEIERTS?

[00:57:36] Kevin Weil
English:

| think you're definitely going to live in a world where you have researchers built into every product team.
And | don't even mean just at foundation model companies because | think the future... Actually, frankly
one thing that I'm sort of surprised about about our industry in general is that there's not a greater use of
fine-tuned models. A lot of people... These models are very good, so our APl does a lot of things really
well, but when you have particular use cases, you can always make the model perform better on a
particular use case by fine-tuning it. It's probably just a matter of time. Folks aren't quite comfortable yet
with doing that in every case. But to me, there's no question that that's the future. Models are going to be



everywhere just like transistors are everywhere, Al is going to be just a part of the fabric of everything we
do, but | think there are going to be a lot of fine-tuned models because why would you not want to more
specifically customize a model against a particular use case?

(00:58:37):

And so | think you're going to want sort of quasi researcher machine learning engineer types as part of
pretty much every team because fine-tuning a model is just going to be part of the core workflow for
building most products. So that's one change that maybe you're starting to see at foundation model
companies that will propagate out to more teams over time.

FROCERIR:

HANAMEESBIMARKBEHE N mBE. FENFRZAEEQE, HAR, RHBEMTILRE
RFN—R2, HMERE (Fine-tuned models) BIEREREN 2. BAEBREBEZRET T, HMNBYAPIE
WM RE, BHFERF, MEEFNEIHIFILRERNEET. XaJsgeRENERZ, ARWEELS]
REFBRR X AWM. EXEKR, KARELENESXFN: REFRBEE—HFTLTLRE, AIFRERAK
NFr i — IR, MESIBAENHERE, RARIERFHITERFIEERIRE,

Hit, FINALFSMENSRERM “ERRR” & PNHEFITRM KEOAS, RAREERERRN
MERZH~mZOTIER. XEMEMERNREQATRERNES, MENEERS, ca REIEZH
FAo

[00:58:57] Lenny Rachitsky
English:

I'm curious if there a concrete example that makes that real, and I'll share one that comes to mind as you
talk, which is, when you look at Cursor and Windsurf, something | learned from those founders is that
they use a Sonnet, but then they also have a bunch of custom models that help along the edges that
make the specific experience that's not just generating code even better like auto-complete and looking
ahead to where things are going. So is that one or any other examples of which you... What is a fine-tuned
model? Do you think teams will be building with these researchers on their teams?

FROCERIR:

BRETEEERENGF. HBE—: Cursor # Windsurf, IMABLBITAATBE TR, t1BRER
Sonnet, BHARSZBENEERMIZANSHES, IKNERE (FRBEMN) TFEL, LBz 2
T =2, XBHP—NMIFE? RANBEASTXERT R —ERR T+ AFRRIERE?

[00:59:29] Kevin Weil
English:

Yeah. | mean, so when you're a model, you're basically giving the model a bunch of examples of the kinds
of things you want it to be better at. So it's, "Here's a problem, here's a good answer. Here's a problem,
here's a good answer," Or, "Here's a question, here's a good answer times a thousand or 10,000." And
suddenly you're teaching the model to be much better than it was out of the gate at that particular thing.
We use it everywhere internally. We use ensembles of models much more internally than people might
think. So it's not, "I have 10 different problems. I'll just ask baseline GPT four oh about a bunch of these
things." If we have 10 different problems, we might solve them using 20 different model calls, some of
which are using specialized fine-tuned models, they're using models of different sizes because maybe
you have different latency requirements or cost requirements for different questions.



(01:00:32):

They are probably using custom prompts for each one. Basically you want to teach the model to be really
good at... You want to break the problem down into more specific tasks versus some broader set of high
level tasks. And then you can use models very specifically to get very good at each individual thing. And
then you have an ensemble that tackles the whole thing. | think a lot of good companies are doing that
today. I still see a lot of companies giving the model single, generic, broad problems versus breaking the
problem down, and | think there will be more breaking the problem down using specific models for
specific things, including fine tuning.

AR ERIE:

Bl MARAEMBARE—KHGF, SFCMBLEEMESEEZR, b “XZBRHE, XB2HE
£, BEE—TRE—FHR. RAME, RS TEREEREES LLERERES. RINERIMBEIERE
Fo BEITMEEAR “EEEMR” (Ensembles of models) LEAMMBRMESZEZ, HIFRE “HE 101
BE, @ELFEEMN GPT-40" o MRFKATE 10 Mo, BHATATsERTEM 20 RIER, Hh—L2 % THiEEH
RE, BERRARRTRE, FAFRIREMNIERHMAEIEKRTE.

HNEIEANEMRABRER TIRRE, B4L, MEBBEEADBENEAFNES, MAR—NEZNERE
5o ARHNESMNEGHTEARENRE, REA—TMERRAGRLERMRIZ. HUARSAFHNQEE
ZEXAMT . BERMABIRSAANARAGEE -1 8E— 8. BZHNEHE, MAREFEEC, HIANR
KEBELSXMIFR, FIRERDERNERE (2EFHIERE),

[01:01:24] Lenny Rachitsky
English:

And so in your case, because this is really interesting, is that you're using different levels of Chat GPT, like
a 103 and stuff that's earlier because it's cheaper.

FRCERIR:

FRUHRITRY (XBRER), RISERFRLKFIR ChatGPT, tbil ol. o3 EERHRIRE, ERENE
EE,

[01:01:24] Kevin Weil
English:

There'll be parts of our internal stack. I'll give you an example. Customer support, with 400 plus million
weekly active users, we get a lot of inbound tickets. | don't know how many customer support folks we
have, but it's not very many, 30, 40, I'm not sure, way smaller than you would have at any comparable
company, and it's because we've automated a lot of our flows. We've got most questions using our
internal resources, knowledge base, guidelines for how we answer questions, what kind of personality, et
cetera. You can teach the model those things and then have it do a lot of its answers automatically, or
where it doesn't have the full confidence to answer a particular question, it can still suggest an answer,
request a human to look at it and then that human's answer actually is its own sort of fine tuning data for
the model. You're telling it the right answer in a particular case.

(01:02:29):

We're using... At various places. Some of these places, you want a little bit more reasoning, is not super
latency sensitive, so you want a little more reasoning, and we'll use one of our O series models. In other
places, you want a quick check on something and so you're fine to use four oh mini, which is super fast



and super cheap. In general, it's like specific models for specific purposes and then you ensemble them
together to solve problems. By the way, again, not unlike how we as humans solve problems, a company
is arguably an ensemble of models that have all been fine tuned based on what we studied in college and
what we have learned over the course of our careers. We've all been fine tuned to have different sets of
skills and you group them together in different configurations and the output of the ensemble is much
better than the output of any one individual.

FROCERIR:

EIRL T HANAB AR —E . ENMF: BAZF. RIEEI 41ZEAERAF, BREEENIHE, &
FHEENEGEZLVERAR, BIFFEL, K303 40 A, ZLFESFMENRE, XEENENEK
TRERRIZ. BAIFBRBRIRE. MIRE. RZFENMEIIEERIIGEE, RATNBREXERA, itE
BEiEIERTB DA, MREMENNEKICE, ESER—TENERHIBERALHZ, MAIBMEIXK
TEENHIRSE —RESFERERR THERESR.

BINETADRERARER, BERFTEESHIE, BXNERTHE, RITMA o RIRE, FLHRA
FERFNE, FIIMA 4o mini, ERREREE, S8R, MEHNEBNERNEEE, AREME
KARENE, IRER—T, XMALRFREFENSNIFERM. —KQABVELRZ2—T “BEER , 8TA
MRIERFFAFZMIRNEEFMREITTY “BR” o HNEBBRAAR T HAEFRERENA, BRIUTREESR
BE—IE, ST HZERDNASELT.

[01:03:20] Lenny Rachitsky
English:

Kevin, you're blowing my mind. That sounds exactly correct. And also, different people, you pay them
less, they cost less to talk to, some people take a long time to answer, some people hallucinating. This is...

FROCENIR:
Kevin, fREREIHT . XIFERTLER. ME, FRANAFKRE (REFE), BLEADESFE, BLA

RFEELN, XEER

[01:03:38] Kevin Weil

English:

I'm telling you. This is a mental model but really does work in thinking...
R EIE:

BREIFR, XB— 1M EEERNBHHRE. -

[01:03:41] Lenny Rachitsky

English:

Oh, right. Yeah. This is great. Some people are visual, they want to dry out their thinking, some people
want to talk word cell. Wow, this is a really good metaphor. So again, coming back to your advice here

because | love that we circled back to it, you're finding a really good way to think about how to design
great Al experiences and LMs, | guess, specifically is think about how a person would do this.

AR ERIE:



Rio XAET. BEAZRMEERN, AEAZXFERN, &, XNERAY T, BRI, RET—
MIgIHLFS Al (AIRH LLM B9EERELIN: BR—1 A7 SWALEXAGE,

[01:04:01] Kevin Weil
English:

Well, it's maybe not always the answer is to think about how a person would do it, but sometimes to gain
intuition for how you might solve a problem, you think about what an equivalent human would do in
those situations and use that to at least gain a different perspective on the problem.

FRZERIE:

B, BIFXHALBIEER, BEATREBHRRNENER, (RAIUBEZ—IHFHNAERMBERTREA
i, FHLULRSERFREBTRERE.

[01:04:18] Lenny Rachitsky
English:

Wow, this is great.

R EE:

B, KT,

[01:04:22] Kevin Weil
English:

Because some of this really is talking to a model. There's a lot of prior art because we talk to other
humans all the time and encounter them in all sorts of different situations, and so there's a lot to learn

from that.
AR ERIE:

RAX AR EZAEMREIE, FMTEREN “KRRANR" , BARN—EENAITRE, £8MERTEE
ftfi], FRUABRZAILUMEERIMTS,

[01:04:34] Lenny Rachitsky
English:

Okay, so speaking of humans, | want to chat about the future a little bit. So you have three kids, and a
community member asked me this hilarious question that | think it's something a lot of people are
thinking about. So this is Patrick [inaudible 01:04:47]. | worked with him at Airbnb. He says ask what he's
encouraging his kids to learn to prepare for the future. I'm worried my 6-year-old by the year 2036 will
face a lot of competition trying to get into the top roofing or plumbing programs and need a backup plan.

FRCERIR:

W, HEIA, FHEWEIERK, RE=1NEZF, —UHXKERR T —NMEEEBMNRE, KiiFRZ AEBESE, X
Z Patrick A9, FKLARITE Airbnb B9EISE. i [8)ja) Kevin MESFIZFF I ARNITRE? FHEBLOFK 6
THZFE 2036 ERLEIGHZINTE S, EEHAEMAHNEIEESR EELEEEZ)IMEB, BEN&EEITT.



[01:05:02] Kevin Weil
English:

That's funny. So our kids, we have a 10 year old and eight year old twins, so they're still pretty young. It's
amazing how Al native they are. It's completely normal to them that there are self-driving cars. That they
can talk to Al all day long. They have full conversations with Chat GPT and Alexa and everything else. |
don't know, who knows what the future holds? | think things like coding skills are going to be relevant for
a long time, who knows? But | think if you teach your kids to be curious, to be independent, to be self-
confident, you teach them how to think, | don't know what the future holds, but | think that those are
going to be skills that are going to be important in any configuration of the future. And so it's not like we
have all the answers, but that's how Elizabeth and | think about our kids.

FRZERIE:

XREB. HMNWEF—T10%, EF— 8 FEINAE, #MR). MIIREEN “AIRER" , XXHH
To XK, BohBERAFEFIEFMHAR, BXRMAIRIEHZEMHAM, IS ChatGPT. Alexa &
AR HAMBERRKSER, BIFREREERK—ERIBIAMARX, #EXER? BRI, MRMRHEZ
FREFFE O M. BEC, BUENNFREE, TeRRMNAERE, XEREHRBFEXREE. H(HLE
FrEEER, BXHMEHKMN Elizabeth HBEZFHH .

[01:06:02] Lenny Rachitsky
English:

And do you find that Al... There's a lot of talk about Al tutoring. Is that something you guys are doing? |
know they're using Chat GPT, | love all the photos you post where they're playing with prompts and stuff,
but | guess is there anything there you're experimenting with or you think is going to become really

important?
FRCERIR:

RUERT Al MEBRSZXF AIHES (Tutoring) BIITIE. MRIEMX S ERIEG? RAMEMIIER
ChatGPT, ZERIRABLEMIITIRTIANERSR, EMRESEFAEEREN. HERRIZFEREEN
RAAMS?

[01:06:16] Kevin Weil
English:

This is something that... It's maybe the most important thing that Al could do. Maybe that's a grand
statement. There are lots of important things that Al can do, including speeding up the pace of
fundamental science research and discovery, which maybe is actually the most important thing Al can do.
But one of the most important things would be personalized tutoring. And it kind of blows my mind that
there is still... I know there are a bunch of good products out there. Khan Academy does great things.
They're a wonderful partner of ours. Vinod Khosla has a non-profit that's doing some really interesting
stuff in this space and is making an impact. But I'm kind of surprised that there isn't a 2 billion kid Al
personalized tutoring thing because the models are good enough to do it now, and every study out there
that's ever been done seems to show that when you have... Like, education is still important, but when
you combine that with personalized tutoring, you get multiple standard deviation improvements in
learning speed.



(01:07:31):

And so it's uncontroversial, it's good for kids, it's free. Chat GPT is free, you don't need to pay, and the
models are good enough. It still just kind of blows my mind that there isn't something amazing out there
that our kids are using and your future kids are using, and people in all sorts of places around the world
that aren't as lucky as our kids to be able to have this sort of built-in, solid education. Again, Chat GPT is
free. People have Android devices everywhere. | really just think this could change the world and I'm
surprised it doesn't exist and | want it to exist.

FROCERIR:

XA RER Al BBV REZENFR. WIFXTMHEEREAKR, AlEMIRSERNE, SEMEEMBIFERTNAL
I, BEIEARREEN. ENMMEUHSENEREPZ— IUHFTNE, BAUWEE—LH~m, thaaT
Fkt (Khan Academy) — 2K NBLFSIEKM; Vinod Khosla BYIFEF AR WEMBEBEER NS
BZE, BRRFFHFTAERKE—TEE 20 1Z2) LEB Al MELHF ™m0

RENREELEBRAT . B—HMREMKRE, BABMBFTREE, BURESMEUES, FIRER
BILMREERRA . XBEELHNE, HEFEIFL, MARRER. ChatGPT 2R%EHY, HEEMBIF, K
MAREARRINL, ATAREE— N2t REF (BFEBEFREGRINEZFIAEEL. RERFHAERR
B9 F) HEEERBIZFAT M. ChatGPT %%, REIREFINER. HEMINXEEREHT, HRIFFEE
RAMEHI, FREEEHI.

[01:08:08] Lenny Rachitsky
English:

This kind of touches on something | want to spend a little time on, which is a lot of people also worry a lot
about Al, where it's going, they worry about jobs it's going to take, they worry about the super
intelligence squashing humanity in the future. What's your perspective on that and just the optimistic
case that I think people need to hear?

FROCERIR:

XA T BB LA EIRIER: RZAEZEL A KER, BOERELE, BLRRNBREERIR
KA, REEFAFER? MANANZTERZBIAEZNZHA?

[01:08:27] Kevin Weil
English:

I mean, I'm a big technology optimist. | think if you look over the last 200 years, maybe more, technology
has driven a lot of the advancements that have made us the world and the society that we are today. It
drives economic advancements, it drives geopolitical advancements, quality of life, longevity
advancement. | mean, technology's at the root of just about everything, so | think there are very few
examples where this is anything but a great thing over the longer term. That doesn't mean that there
aren't...

AR ERIE:

R TEENRAFIMEXE, NRMEIE 200 FEEER, RAEHTRENHD, ST SRAER
Mitz. ERsNTESF. WEEA. EERENMGFHIVREA. KAB/LF—IEMRIE. FIUFKINA, MK
ZHRE, LFREFFRIEBRATE—HTFE. EXHIE®RELE



[01:09:00] Kevin Weil (continued)
English:

... a great thing over the longer term. That doesn't mean that there aren't temporary dislocations or
where there aren't individuals that are impacted, and that matters too. So it can't just be that the average
is good. You've got to also think about how you take care of each individual person as best you can.

(01:09:18):

It is something that we think a lot about and as we work with the administration, as we work with policy,
we try and help wherever we can. We do a lot with education. One of the benefits here is that ChatGPT is
also perhaps the best reskilling app you could possibly want. It knows a lot of things. It can teach you a
lot of things if you're interested in learning new things.

(01:09:43):

These are very real issues. I'm super optimistic about the long run, and we're going to need to do
everything we can as a society to ensure that we make this transition as graceful and as well-supported

as we can.

AR ERIE:

------ MKZERERHTF, EXHFEEREFAIHIERAVEA, HEFZEPIATSRIRM, XEBREE,
REERWFIPKFRIFHY, (REBANE BARRAERMEIE— M.

XERMNEBERZNE@E, E5BHNBREIEESEN, RMNRADRERER, HMNEHEFEMRTRSZT
Eo ChatGPT B9—MLFERE, ERRERIMEEREINRFH “KEBEII" XA, eBFZF, URIFEFHRA
78, ERUELR.

MR ERIMERMEAE, B KTERESTN, BEN— IS, BNEEBRENHERX—HURT4E
TR, HRHERENSE.

[01:09:59] Lenny Rachitsky
English:

To give people a sense of where things might be going. That's a big question in a lot of people's minds. So
someone asked this question that | love, which is, "Al is already changing, creative work in a lot of
different ways, writing and design and coding, what do you think is the next big leap? What should we be
thinking is the next big leap in Al-assisted creativity specifically, and then just broadly, where do you think
things are going to be going in the next few years?"

AR ERIE:

ATURRHNARNERDE MES (XBRZANOFEIKREER) , BEART—IMHRERWVEE: “AIEZES
B RITMEEFEEITFPHERTRENE. RANT-IEXRTEREMFA? FIIZRE A HBEIESE, &
MMZHRFA? TXER, MAARKILVEZREFA? 7

[01:10:23] Kevin Weil
English:

Yeah. This is also an area where I'm a big optimist. If you look at Sora, for example. | mean we talked
about ImageGen earlier and the absolute fount of creativity that people are putting across Twitter and
Instagram and other places. | am the world's worst artist like the worst. Maybe the only thing I'm worse at



than art is singing. Give me a pencil and a pad of paper and | can't draw better than our eight-year-old.
But give me ImageGen and | can think some creative thoughts and put something into the model and
suddenly have output that | couldn't have possibly done myself. That's pretty cool.

(01:11:09):

Even you look at folks that are really talented. | was talking to a director recently about Sora, someone
who's directed films that we would all know, and he was saying, for a film that he's doing, take the
example of some sort of sci-fi-ish, think of Star Wars, and you've got some scene where there's a plane
zooming into some Death Star-like thing. And so you've got the plane looking at the whole planet, and
then you want to cut to a scene where the plane's kind of at the ground level, and all of a sudden you see
the city and everything else. How are we going to manage that cut scene? And that transition?

(01:11:51):

And he was saying, "In the world of two years ago, | would have paid a 3D effects company a hundred
grand and they would've taken a month, and they would've produced two versions of this cut scene for
me. And | would've evaluated them. We would've chosen one, because what are you going to do? Pay
another 50 grand and wait another month. And we would've just gone with it. And it would be fine.
Movies are great. | love them. And there've been..."

(01:12:25):

Obviously, we can do great things with the technology that we've had, but you now look at what you can
do with Sora. And his point was, "Now, | can use Sora, our video model, and | can get 50 different
variations of this cut scene just me brainstorming into a prompt and the model brainstorming a little bit
with me. I've got 50 different versions. And then of course, | can iterate off of those and refine them and
take different ideas. And now I'm still going to go to that 3D effects studio to produce the final one, but I'm
going to go having brainstormed and had a much more creative approach with an outcome that's much
better. And | did that assisted by Al."

(01:13:08):

My personal view on creativity in general is that it's no one's going to... You don't type into Sora like,
"Make me a great movie." It requires creativity and ingenuity, and all these things, but it can help you
explore more. It can help you get to a better final result. So, again, | tend to be an optimist in most things,
but actually, | think there's a very good story here.

FROCENIR:

=8, XXEBEIEFEERWH—MIIH, LA Sora Bfl. FHMZaTHIE ImageGen, AKX AITE Twitter
Instagram EBIMHMNEH IR, BREtRA LRENZARAR, ENRE, HiFE—ttEEEFENMREBN. 4
B—XEM—iKE, REFERUNHE 8 FMEF. BET ImageGen, FHAJLUBOIEAEMNIELR, RAEM
RETHESCETHAERNTEH, XXEET,

BIEE LR ARMHII AL ZNL. FEEM—UASIREFREZNSENE Sora, i, RIZMIEER
—EBEM (EBkKRED) BRIAR, B—NMRAZE WRIAEEM “TE” 8K, (REBECRIREENEDK,
ARRBYRE SR EIE. BN —YING R, NALEX IS5 ENEE?

fthin: “EMFEE, KRITL DHFUAT 10 5Em, F—TA, MIIZLHMTRENITHE. FRTE
—T, &1 AAMEEEAD? B 5 ARTHEF—1TAE? HATMABERT, BERERE. B4, 78
WERARENELEMHHRIER.”

{BIFEE Sora BEMIT Ao MEIMIRZE: “IUTE, FAJLAA Sora XMIUSERL, @IfRRIAHITRRNE, 18
B RifGaH. FAUEE 50 MM ARSI ZHE, ARRAUEFXEH#HITER. T&, RIFRENR



B REHREREZEH 3D FHRIFEFIERARS, ERENHREZEI TRINKMNRE, BTEALR
MNAER, EREIFES. MX—YEMEE Al B Fem#.”

FEOAMCIENEER: RABERN Sorain “AFIEIAR" « EMATEALRNCIE. AENFAEXLER
7, BEErAURBMRRES AR, BIFRAIEFNRAER, i, RRARERR, TANAXZ—1IFE
(ES:NEVE N

[01:13:31] Lenny Rachitsky
English:

| know Sam Altman, | think it was him who tweeted recently, the creative writing piece that you guys are
working on where it's... He is very bad at writing creative stuff, and he shared an example where it's
actually really good. | imagine that's another area of investment.

AR ERIE:

FHAE Sam Altman &IEA TH#EX, XTIRIEEFRNEIESEaD. iRt RFERSIERES, Efttn
ET—0F, SRENRE. ZBEBEZ —PERKRANTL.

[01:13:43] Kevin Weil
English:

Yeah, there's some exciting stuff happening internally with some new research techniques. We'll have
more to say about that at some point. But yeah, Sam sometimes likes to show off some of the stuff that's
coming, which is smart. By the way, it's very indicative of this iterative deployment philosophy. We don't
have some breakthrough and keep it to ourselves forever, and then bestow it upon the world someday.
We kind of just talk about the things we're working on and share when we can and launch early and
often, and then iterate in public. | really like that philosophy.

FROCENIR:
2H, RESE—LEETHARKANSAMENER, RINSEXMHREEES. Sam BNERETR—LER
REIRMARA, XRIEH. NER—T, XIFEFE ENHEE" WEF. FFIEREIRREKTEE K

&, AREXRRA “B" 4itR. RNABKCEEHNE, RURDE, REAMBMES, RAREAK
ERIER. HIFEERXMHEF,

[01:14:22] Lenny Rachitsky
English:

I love all these hints that a few things coming. | know you can't say too much. You talked about how there
might be a coding leap coming in the near future maybe by the time this comes out. Is there anything else
people should be thinking about, might be coming in the near future? Any things you can tease that are

interesting? Exciting?
FREiE:

HERNXLEX TR EIRMFEYHET. RAMBMFRTEHAZ, RRIEFANER (BIFEXMERLT
i) SBERERDI K. BEFAANMZIEN. EHATRERHANARAEL? BHAEBHLANEIHER
FILUBERNS?



[01:14:38] Kevin Weil

English:

Man, this hasn't been enough for you?
R EE:

kit, XERFGEIE?

[01:14:41] Lenny Rachitsky
English:

Only everything is getting better every day.
HRCERIE:

ESHAESK—EHEERFES.

[01:14:44] Kevin Weil

English:

Yeah. I'm like, man, | hope we get some of this stuff out before the episode launches so-
FpERIE:

W, HER, FEEX—EXMAR(EIEER—ERALEE, XiFE—

[01:14:49] Lenny Rachitsky
English:

This is your new timebox.

R EE:

XTI RH BB EIPREI T o

[01:14:50] Kevin Weil
English:

... | don't piss people off. The amazing thing to me is we were talking earlier about how far models have
come in just a couple of years. If you went back to GPT-3, you'd be disgusted by how bad it was, even
though Lenny of two years ago was mind-blown by how good these were. And for a long time, we were
iterating every six to nine months on a new GPT model. It was like GPT-3, GPT-3.5, 4, and now with this o-
series of reasoning models, we're moving even faster. Every roughly three months, maybe four months,
there's a new o-series model, and each of them is a step up in capability.

(01:15:41):

And so the capabilities of these models are increasing at a massive pace. They're also getting cheaper as
they scale. You look at where we were even a couple of years ago. | think the original, | don't know, what
was it, GPT-3.5 or something was like 100 x the cost of GPT-40 mini today in the API. A couple of years,



you've gone down two orders of magnitude in cost for much more intelligence. And so | don't know
where there's another series of trends like that in the world. Models are getting smarter, they're getting
faster, they're getting cheaper, and they're getting safer too. They hallucinate less every iteration.

(01:16:27):

And so the Morse Law and transistors becoming ubiquitous. That was a law around doubling the number
of transistors on a chip every 18 months. If you're talking about something where you're getting 10 x
every year, that's a massively steeper exponential. And it tells us that the future is going to be very
different than today. The thing | try and remind myself is, the Al models that you're using today is the
worst Al model you will ever use for the rest of your life. And when you actually get that in your head, it's
kind of wild.

AR ERIE:

------ HMAZIEWART . LHEEFHTFHNE, BRMZAWEREFEEELERNET 2T, MRIREZE GPT-
3, fRERNEXEMRERE, REMFFIDN Lenny B ERGREAFIER. REK—KINE, &I1E63/91A
EH—N#B GPT #REL: GPT-3,3.5,4 MMAEE 7 o RYPEIEERE, BRIINEEERT. KEO8=1A, &
ZOTA, BTN o RIURE, S— TR LBRAY K.

FRUERBENREKERERIZAN. MEREMRT KX, EfBESEREER. EF/LFq, &P GPT-3.5
£ API EHIRLAAREEZ 5K GPT-40 mini B9 100 &, fEX2JLE, A TETRMIER, BEANAEREA. &
FREt R LRSS Z28t. BETFERR. Bk, EfE, 1ERe—8—RERNAREE
TERLDo

BRERRXTE 18 MARGENERE. MURMKIENEEER 10 FHRA, BE2E—TRERFSZH
feHEhE, XEIFHA), REFSSKRBATR. REFRESS: (MOXREAYAIRE, BRIFRERER
SHRENRE, SRAEEEBX—RE, SREFIHFEER.

[01:17:08] Lenny Rachitsky
English:

| was going to actually say the same thing, and that's the thing that always sticks with me when | watch
this thing. You're talking about Sora, and | imagine many people hearing that are like, "No, no. It's not
actually ready. It's not good enough. It's not going to be as good as a movie | see in the theater." But the
point is what you just made that this is the worst it's going to be. It will only get better.

FRSCERIF:
RERNAEENIE, SUYRWBRXMTUAR, X—SREEET 0. (RIES Sora, REEBREZART SN
‘R, BIESEST, TBF, KA LEFRENES,.” BELAESMFNARN: XECRENIHE, ERE

TIFE

[01:17:25] Kevin Weil
English:

Yeah, model maximalism. Just keep building for the capabilities that are almost there, and the model's
going to catch up and be amazing.

FRSCERIF:
M, BRE TV, IRFWHRL “BIESRI” MEEHITHE, RERRMEE EHILHRIRE,



[01:17:35] Lenny Rachitsky

English:

Escape to where the puck is going to be.

R EE:

BEAKEERIANNE GIBRERENES).

[01:17:36] Kevin Weil
English:

Yeah.

HRCERIE:

R Ho

[01:17:38] Lenny Rachitsky
English:

This reminds me, | was just using... | was duplifying everything the other day and | was just like, "What is
taking so long."

FRCERIR:
XiLFAREE, HALRERMRNERERERER “S bk , HHEEFER: “BAaX4l8.”

[01:17:38] Kevin Weil
English:

As one does.

[01:17:43] Lenny Rachitsky
English:

Just like cut... What was that?

R EE:

R ARBA A7

[01:17:45] Kevin Weil
English:

| said, as one does.



FRSCERIE:
Hift, ARMEHLEXAT,

[01:17:46] Lenny Rachitsky
English:

As one does these days. | was just like, "It's taking a minute to generate this image of my family in this
amazing way." Come on, what's taking so long. You just get so used to magic happening in front of you.

FROCERIR:

B, MEAREBXATF. U “ERXKERNRESGTEAE—DH.” B, EAX4X. FEE
SR T B RATERRAT R £

[01:17:57] Kevin Weil
English:

Yeah, totally.

FRCERIE:

0, FTEERIER,

[01:17:59] Lenny Rachitsky
English:

Okay, final question. This is going to go in a completely different direction. A lot of people asked about
this. So famously, you led this project at Facebook called Libra, which is now called Novi. A lot of people
always wondered, "What happened there? That was a really cool idea." | know some people have a sense
there's regulation challenges, things like that. | don't know if you've talked about this much. So | guess,
could you just give people a brief summary of just what is Libra? This project you working on, and just
what happened, and how you feel about it?

FRCERIR:

%, BRE—1TR#E, XEE— M2 ENAE. BREAREXN. KA, RETE Facebook HFI
LibraTiE (%M Novi). REA—HIFF: “BRE F‘&ETH‘A? BEMRENEE.” RNEBARSE
WERHZ LN, HFIEMBERNKIXD, MEEFBRELE—T Libra B4, RIHHEBRMA, EXE
ETH4A, URMIENRZG?

[01:18:26] Kevin Weil
English:

Yeah. | mean, David Marcus led it, and | happily work for him and with him. | think he's a visionary and
also a mentor and a friend. Honestly, Libra is probably the biggest disappointment of my career. When |
think about the problems we were solving, which are very real problems. If you look at, for example, the
remittance space, people sending money to family members in other countries, it is maybe... | mean it's
incredibly regressive, right? People that don't have the money to spend are having to pay 20% to send



money home to their family. So outrageous fees, it takes multiple days, you have to go then pick up cash
from... It's all bad.

(01:19:11):

And here we are with 3 billion people using WhatsApp all over the world, talking to each other every day,
especially friends and family, and exactly the kind of people who'd send money to each other. Why can't
you send money as immediately, as cheaply, as simply as you send a text message? It is one of those
things when you sit back and think about it, that should just exist. And that was what we set out to try
and do.

(01:19:41):

Now, | don't think we played all of our cards perfectly. If I could go back and do things, there are a bunch
of things | would do differently.

(01:19:50):

We tried to get it all at once. We tried to launch a new blockchain. It was a basket of currencies originally.
It was integration into WhatsApp and Messenger, and | think the whole world kind of went like, "Oh my
God, that's a lot of change at once." And it happened also to be at the time that Facebook was at the
absolute nadir of its reputation. And so that didn't help. It was also not the Messenger that people wanted

for this kind of change. We knew all that going in, but we went for it.
(01:20:21):

| think there are a bunch of ways that we could do that that would've introduced the change a little bit
more gently, maybe still gotten to that same outcome, but fewer new things at once and introduced the
new things one at a time. Who knows? Those were decisions we made together. So we all own them.
Certainly, | own them. But it fundamentally disappoints me that this doesn't exist in the world today
because the world would be a better place if we'd been able to ship that product. | would be able to send
you 50 cents in WhatsApp for free. It would settle instantly. Everybody would have a balance in their
WhatsApp account. We'd be transact... | mean, it should exist.

(01:21:03):

I don't know. To be honest, the current administration is super friendly to crypto. Facebook's reputation,
Meta's reputation is in a very different place. Maybe they should go build it now.

AR ERIE:

M, David Marcus S 7TXAIHH, HEMRSMHHEE, EMZRSERPA, LEHHNSIMHAR, 1B
Hi%, Libra BIFRFIRWEEFRERANKRE, SHNTBERNNZFRMREY, BLEBIFFEIEIRE, tbin
B, AMGEINIRAFTSR, XAgER - HER, XREFEE, PLERKEMIAMNESZT 20% HF
SBETRICHTER. SHRMNEA. KX, BR/EL TR - —IEIRERE.

MIXAHAEEIK 30 12 WhatsApp FBF, ARBXREERR, LEHEFAZE, ERBEZIEEEKNA. At
LRKAEELBE—IFEN, EE. BH? YRELTRIEHR, FEIREXRAENEFE. XM=
HIB 1o

MEEE, EUSHNANFLEIBETE. NREER, ERZZBRMERE. HMHNE— R4/
BER: HERXKREE, EW—ETFEH. BE¥# WhatsApp #1 Messenger, £ttRHRNAEE: “KH,
XTUHAKT.” MEHEEE Facebook FEMRIEL, XELEHBEN, Facebook LR ANIFHES| X FH
TENFME, FHNTLTELEXLE, X7,

HEARZSAATUEBMMIIAIMEN, BIFRZXERFFFNER, E—RDOESEAA, —H—H
Ko WRENR? BEHANNHEMAVRE, FHMNERAE, EULRBEBRERENZE, XTMTF@mSXRNAE



£, ANMREkRERT, MHRITR[FEF. HAFILUIREE WhatsApp L451RE% 50 257, BRiEZEIK. S DA
WhatsApp 2#ERE, H(IUEERS - EENFT.

BAME, EXH, WENBEXNMBRMIEFE R, Facebook (Meta) MEEHMATERT . WiFM(1HE
Rz BB EM bR,

[01:21:13] Lenny Rachitsky
English:

| was looking at the history of it, and apparently, they sold the tech to some private equity company for
200 million bucks.

FRSCERIF:
BREIENFEE, BAMITEFRIEREARIU 2 ZETEAT —RILWERBINAT,

[01:21:19] Kevin Weil
English:

Yeah, yeah, and-

R EiE:

e, &E, ME—

[01:21:21] Lenny Rachitsky
English:

They had to buy it back.

R EE:

A EFEE K,

[01:21:23] Kevin Weil
English:

There are a couple of current blockchains that are built on the tech because the tech was open-sourced
from the beginning. Aptos and Mistin are two companies that are built off of this tech. So at least all of the
work that we did, did not die and lives on in these two companies, and they're both doing really well. But
still, we should be able to send each other money in WhatsApp, and we can't today.

FROCENIR:

BRIEJIRKRERETIRIRANER, RARTRAN—FIEMZFREY. Aptos 1 Mysten (Sui) XFR
NEMBE T XIURAREIN, FMAELENFAENITERERSE, EXERRELEST TR, MAENRKRE
SERRYF. (BEMEGLL, FA]SRIEZRAREETE WhatsApp EEARH K,

[01:21:49] Lenny Rachitsky

English:



Hear, hear. Well, thanks for sharing that story, Kevin. Is there anything else you want to share or maybe a

last negative advice or insight before we get to our very exciting lightning round?
R EIE:

WIEX. SO EXTE, Kevine EHENHEACHABICIRRIZA, FEBHARIEN, HEREH—
REBWNECARG?

[01:21:58] Kevin Weil

English:

Ooh, the lightning round. Let's just go do that.
R EE:

MR, AR, EREFIAME,

[01:22:01] Lenny Rachitsky

English:

Let's do it. With that, Kevin, we reached our very exciting lightning round. Are you ready?
FRCEIE:

FHG. Kevin, BITENT HEhAORIARL, HEELF 75?7

[01:22:05] Kevin Weil
English:

Yeah.

R EE:

HEE T

[01:22:06] Lenny Rachitsky

English:

Let's do it. Okay. What are two or three books that you find yourself recommending most to other people?
FREiE:

. MMRBEENAMENR=ZTBEMHA?

[01:22:12] Kevin Weil
English:

Co-Intelligence by Ethan Mollick, a really good book about Al and how to use it in your daily life as a
student, as a teacher. He's super thoughtful. Also, by the way, a very good follow on Twitter. The
Accidental Superpower by Peter Zion. Very good if you're interested in geopolitics and the forces that sort
of shape the dynamics happening. And then | really enjoyed Cable Cowboy, | don't know who the author



is, but the biography of John Malone. Just fascinating. If you like business, especially if you want to get
into... | mean the man was an incredible dealmaker and shaped a lot of the modern cable industry. So
that was a good biography.

FhSCERIE:

Ethan Mollick B9 (&%) (Co-Intelligence) , XB—AXTF Al UIRFE. EIMWNEITERBEEPER Al B95F
B, IEFEFE LM, £ Twitter EHREE XK E, Peter Zeihan B9 (BB RAE) (The Accidental
Superpower) , IR EBUAFZEERBNHERNME, XAPRE. FERIEFESNN (BLEBUFF)
(Cable Cowboy) , fEEFHARIER T, = John Malone BI1%i2, IFEHER. MEMEWEIL, LHEETHER
BiRE—tE— I FIRNNRZHEES, BiETUREELINTIL. BR—IRENEID,

[01:22:53] Lenny Rachitsky

English:

These are all first-time mentions, which is always a great,
R EE:

XEHRE —RBIRE, KIET,

[01:22:56] Kevin Weil
English:

Oh, good.

R EE:

MR, K&F7o

[01:22:56] Lenny Rachitsky

English:

Next question. Do you have a favorite recent movie or TV show that you really enjoyed?
R EIE:

TN, REEREFTAMIFEENRRERLHEATE?

[01:23:02] Kevin Weil

English:

I wish | had time to watch a TV show, so I'm-
R EE:

REREREREERERM, FIUF—

[01:23:06] Lenny Rachitsky

English:



Just Sora videos.
FRSCERIF:

% Sora 4,

[01:23:07] Kevin Weil
English:

Yeah, right. | don't know. When | was a kid, | read the Wheel of Time series and now Amazon has it as
they're in the third season of it, so | want to watch that. | haven't yet. Top Gun 2 was an awesome movie. |
think that's no longer new.

FROCERIR:

BH. HAMIE, BH/BHERE (B ZH) (Wheelof Time) &5, IM7E Amazon HTEIE, ELE=F
T, BRBREEREE, (IEZ=2) (TopGun2) B—HREMNER, RABERTHT.

[01:23:28] Lenny Rachitsky

English:

That shows when the last time you watched a movie was.
R EiE:

XiRBRIR EXEBE R AR T .

[01:23:31] Kevin Weil
English:

But | like the idea. | want more Americana. | want more being proud of being strong. And | thought Top
Gun 2 did a really good job of that. Pride and patriotism, | think the US could use more of that.

FROCENIR:

BERERABMEIE,. ZBEESZ “KEHRH , BEZABRANMERNEIE, ZET (ETER52) AXAEMEF
Refo BRBNEEEX, HUNXENETTEESXLE,

[01:23:48] Lenny Rachitsky
English:

Is there a favorite product that you've recently discovered that you really love, other than your super
intelligence internal tool that you all have access to? I'm just joking.

FRCERIR:
BRTIRITASIMBAE IR, ROBEREFAMANMHIFEERN~m? A K.

[01:23:56] Kevin Weil

English:



That's right. Internal AGR.
FEiE:

&tE, NEBAGI

[01:23:57] Lenny Rachitsky
English:

Yeah, that's right.

R EE:

Y, Ko

[01:24:01] Kevin Weil
English:

Well, I think vibe coding with products like Windsurf is just super fun. I'm having a great time doing that. |
still just love that our chief people officer vibe coded some tools. Maybe the other one is Waymo. Every
chance | get, I'll take a Waymo. It's just a better way of riding, and it still feels like the future. So they've

done an amazing job.
FpERIE:

id, FESA Windsurf 2897 mifT “FEHRIE BREB, RMRBFRF 0. HMARERH(NNEEANE
BEBIABPNLE. Z—1=E Waymo. REEHZ, FKMEE Waymo, XEB—MBEHFHHITAIN, MAMN
ARTHRRERK WIHISIFEHE,

[01:24:24] Lenny Rachitsky
English:

That's awesome. By the way, | had the founder of Windsurf on the podcast. It might come out before this
or after this. And also Cursor's CEO is coming on the podcast either before or after this.

AR ERIE:

KETo IMER—T, FBIFT Windsurf IR AN, AIRERTEX—RZAIEZ/G%A%, Cursor By CEO B
Fo

[01:24:32] Kevin Weil

English:

Oh, cool. I have a ton of respect for what those guys are doing. Those are awesome products.
R EE:

MR, XEET. HAFREEMIIPAH T, BLEREREN~m.

[01:24:36] Lenny Rachitsky



English:

Just changing the way everyone builds product. No big deal.
FREiE:

AERZTENAMEFRBNARAME, RTAKRTTH,

[01:24:38] Kevin Weil
English:

Yeah.

FRCERIR:

=0

[01:24:40] Lenny Rachitsky
English:

A couple more questions. Do you have a favorite life motto that you often repeat yourself, find really

useful in work or in life?
AR ENIE:
EEMNAE, (MEXETALENECESE. EIERNEETIFETBENELRTR?

[01:24:47] Kevin Weil
English:

Yeah. So actually, this is interestingly enough, it is more of a philosophy, but then | thought Zuck
encapsulated it one time on a Facebook earnings call. So | actually had this made into a poster. It sits in
my room. But somebody was asking Mark. This is literally on an earnings call, so it's like an analyst on an
earnings call asking him. It was some quarter when Facebook had grown a lot. This was back in the 20
teens sometime, | think. But he's like, "So what did you do? What was it that you launched? What was the
one thing that drove all this growth for you?" And he said something to the effect of, "Sometimes it's not
any one thing, it's just good work consistently over a long period of time." And that's always stuck with
me.

(01:25:33):

And I think it is. | mean | run ultra marathons. It's like it's just about grinding. | think people too often look
for the silver bullet when a lot of life and a lot of excellence is actually showing up day in and day out,
doing good work, getting a little bit better every single day, and you may not notice it over a week or even
a month. And a lot of people then kind of get dismayed and stop. But actually, you keep doing it. The
gains keep compounding. And over the course of a year, two years, five years, it adds up like crazy. So

good work consistently over a long period of time.
FREiE:

B, XRAEE, EERRE—MMEF, HRFIL=MBBEE R Facebook Mk BIESIN EEERFIERT. &K
BEEBER T BIREEREBEE, SNENoMIMS5%, BRI Facebook IBKIFFRN—ITNEE, KHIE
2010 FARAFHA, fp): “REIRMT HA? RERHTHA? B—4FRaTREXEIEK? 7 SREIENAE



B “ARNHTREAANE—HIFENSE, MREBKIPFLEMEET TIE (Good work consistently over a long
period of time),” XAF—BHEMEHK

FIANNWEML, FEERKIHMN, BAREMEES. RRSAMNKEIH “RE” 7, MEFPHKRED
SEHUNRTHE—BNEE, MEIE SR#EP—RR. MARE—AEE-TERARIEFILEN, RS
ARMRECERHARF. BLFL, RBAERFTE, WERSFHEN. 23—F. MFE. 1F, exEN
FUIRARIB R, FRLL: KERRFEIIISTF T1F,

[01:26:13] Lenny Rachitsky

English:

| love that. | got to make a poster of this now. That is-
FRCERIE:

BAERZNT . HBEEHKER.

[01:26:15] Kevin Weil
English:

We'll get you one.

R EE:

BANZER—3Ko

[01:26:15] Lenny Rachitsky
English:

| so resonate with that. Okay, I'll take it. That is so good. Okay, final question. I'm going to ask if you have
any prompting tricks, and I'm going to set it up first. But think about if you have a trick that you could
recommend to people for prompting LLMs better. | had a guest, Alex Komorowski, come on the podcast.
He's from Stripe and writes his weekly reflections on what's happening in the world. A lot of them are Al-
related.

(01:26:36):

And he once described an LLM as a zip file of all human knowledge. All the answers are in there, and you
just need to figure out the right question to ask to get the answer to every problem basically. And so it just
reminded me how important prompt engineering is and knowing how to prompt well. You're constantly
prompting ChatGPT. What's one tip, one trick that you found to be helpful in helping you get what you
want?

AR ERIE:

KEEEHIS, KET, F, RE—1NR#E. REEREEEFAIRTIE (Prompting) #%I5, FAoMAH
B FRBIEE Alex Komorowski, fti{f Stripe T, SERAEXTFHADTHEE, EZE25 AIHHx. BB
LLM @R A “@ ALEMIRNEEE” . MENEREEER, RRFENIERNRE, MEERELFEME
HNER. XRETRRETMILENEZBETRRIGELZEE, (F—HTH ChatGPT, BEBMTAMREFINE
FMRISEERE ARG EBENLER?



[01:27:00] Kevin Weil
English:

Well, I'll say, first of all, | want to kill the idea that you have to be a good prompt engineer. | think if we do
our jobs, that stops being true. It's just one of those sharp edges of models that experts can learn. But
then, just over time, you shouldn't need to know all that. The same way you used to have to get deep
into, "What's your storage engine in MySQL? Are you using InnoDB 4.1?" There's still use cases for that if
you're at the deep edge of MySQL performance. But most people don't need to care. And you shouldn't

need to care about minute details of prompting if Al is really going to become broadly adopted.
(01:27:39):

But today, we're not totally there. | think by the way, we are making progress there. | think there is less
prompt engineering than there had to be before. But in line with some of the fine-tuning stuff | was
talking about and the importance of giving examples, you can do effectively poor man's fine-tuning by
including examples in your prompt of the kinds of things that you might want and a good answer. So like,
"Here's an example and here's a good answer. Here's an example, and here's a good answer. Now, go
solve this problem for me." And the model really will listen and learn from that.

(01:28:15):

Not as well as if you do a full fine-tune, but much more than if you don't provide any examples. And |
think people don't do that often enough.

AR ERIE:

B, BT “ReAANSEIRRIEIER XM E. FINNMRIEANSRF TARRIE, XnAEE
BT, XRAZREBRIN—L “BA" , TREULIEHEH, ERENEHERE, (IANZEE T BXL, 7
BURITRBIURNIRF MySQL BU7ZHE5 %2 InnoDB 4.1 258, NRIMFTEERREIERE, XIHAEHR, B
REBARFEXD. MR A BENERZRA, MANZFEXRORTEIBARERT,

BSRBANNTRTEEEBIMER. IMER—T, HANEERESER, AENRTEIIEEZLLULSZT,
g, EEHZARINMBAUNERAFHNERSE, MALEBIERTIAFMNG FRH*IT “5 AR
B o bl "XR—MOIF, XR—IMFER; XBRF—MIF, XRZ—MFER. WE, BERFERAXT
\E,” REAENSITMAMNPRES, BAMRFNTENGE, EBEFREEAFFEFSS. BATARA
X—HERATERES,

[01:28:24] Lenny Rachitsky
English:

That's awesome. One tip that | heard, I'm curious if this works is you tell it, "This is very, very important to
my career." Make it really understand like, "Someone will die if you don't answer me correctly." Does that

work?
Fh>CERIE:

KiET . HIFE—N%I5, YHEFER: FEIFE "XIRNHZNRUVEEFEFZEE" , HELERRE
“MRMFEIEET, IBEAE . XEA?

[01:28:36] Kevin Weil

English:



It's really weird. There's probably a good explanation for this. But you can also say things. So, yes, | think
there is some validity to that. You can also say things like, "I want you to be Einstein. Now, answer this
physics problem for me," or, "You are the world's greatest marketer, the world's greatest brand marketer.
Now here's a naming question." And there is something where it sort of shifts the model into a certain
mindset that can actually be really positive.

FROCERIR:

XEMREE, ARG TRZNER. B8, B, HANXHILE-—ENERM. REATUNR: “RHE
fripEEEE, MAEZRBRXNMER" , HE “MRURA LEGFRNREEHRETR, HEEITHAE
A o XMAXNZUEREHFNEMFTERN O , WKL ERIRBIRIE,

[01:29:10] Lenny Rachitsky
English:

| use that tip all the time actually. I always... When I'm coming up with questions for interviews and | use it
occasionally to come up with things | haven't thought of, | actually type, "You're the world's best podcast

interviewer."
AR ENIE:

BREXL—HEAX M5, HHAEFXKIHRE, HEBHRLIREN, KB “MREEF EERFHETEIH
Ao”

[01:29:21] Kevin Weil
English:

Right.

R EiE:

o

[01:29:21] Lenny Rachitsky

English:

I have Kevin Weil coming on the pod... Yeah, it actually works.
R EE:

“REFRF Kevin Weil-----” 28, CENER,

[01:29:25] Kevin Weil
English:

By the way, back to our other point that we made a few times. You do do that sometimes with people. You
sort of put them... You frame things, you get them into a certain mindset, and the answer is completely
different. So I think there are human analogs of this one more time.

FRCERIR:



IRER—T, EEIBAHRIEFVREIMR: (REREIMNAX AR MKEER, LBITHAEMOE,
NEERZTERNE. XBRIERATEES ALBRINE.

Am
I\-I-:L*I

[01:29:42] Lenny Rachitsky
English:

Kevin, this was incredible. | was just thinking about a way to end this. The way | feel like... | feel like not
only are you at the cutting edge of the future. You and the team are kind of actually the edge that is
creating the future. And so it's a real honor to have you on here and to talk to you and to hear where you

think things are going and what we need to be thinking about, so thank you for being here, Kevin.
R EIE:

Kevin, XXIEX T . HEBZMMELER, KR (FRNETFRROREDE, (FAFHENKLR LMZET
BIERFRIABN “BIE” o BEBIBEMREXE, INMRIKIERENVERURKNZERZNRHE, EREANR
%o igjigqﬁ]-"’ Kevino

[01:30:07] Kevin Weil
English:

Oh, thank you so much for having me. | get to work with the world's best team, and all credit to them, but

really appreciate you having me on. It's been super fun.
FREiE:

MR, JFERGBIER. REESHR ERFIEAMNESE, hE2ATMN]. FERGREER, X—KFEE
o

[01:30:17] Lenny Rachitsky
English:

| forgot to ask you the two final questions. Where can folks find you if they want to reach out, and how can
listeners be useful to you?

FROCENIR:
HETRREM N, WRAFKEKAIR, JLUEMEREIR? IR LINEREEIR?

[01:30:24] Kevin Weil
English:

| am @kevinweil, K-E-V-I-N-W-E-I-L on pretty much every platform. I'm still a Twitter DAU after all these
years. | guess an X DAU, LinkedIn, wherever. And | think the thing | would love from people, give me
feedback. People are using ChatGPT. Tell me where it's working really well for you and where you want us
to double down. Tell me where it's failing. I'm very active and engaged on Twitter. | love hearing from
people, what's working and what's not, so don't be shy.

AR ERIE:



RE/NVFFRETE LNKSEZE @kevinweile XAZFET HMAR Twitter (MEM X) WRFERFR, 18
LinkedIn &, REFEARKMBZ: LFRIK. AKEEA ChatGPT, HIFREEWLESEMNMFIIER,
REZHNNEWEMERN; BHFREEPLELERRIAE, RE Twitter LIFFETER, HERFARRIFT
L7198, ftafThE, FrslEE.

[01:30:56] Lenny Rachitsky
English:

And | learned following you helps you figure out all the stuff that you're launching. You share all the
things that are going out every day, or week, month, so that's also a benefit. And by the way, 400 million
weekly active users all emailing you feedback. Here we go.

FRCERIR:

BB EIRERAILLT RN AGRIFRE R RA. (REX. 88, SRAINEMHES, XUENEN. IRE
W—T, 4ZEERFPHELIRREBHRIRT , HEEFIDZIE,

[01:31:08] Kevin Weil
English:

Yes, let's do it.

HRCEIE:

R, KB,

[01:31:09] Lenny Rachitsky

English:

It's going to work out great. Okay. Well, thank you, Kevin. Thanks for being here.
R EiE:

—ERREN. 4, HH5 Kevin, BHIHRREIXE,

[01:31:12] Kevin Weil

English:

All right, man, thanks so much. See you soon.
R EE:

gFEy, tkit, IFERE. B

[01:31:13] Lenny Rachitsky (Outro)
English:

Bye, everyone. Thank you so much for listening. If you found this valuable, you can subscribe to the show
on Apple Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a rating or



leaving a review as that really helps other listeners find the podcast. You can find all past episodes or

learn more about the show at lennyspodcast.com. See you in the next episode.
R EIE:

B, 8, IFEBEHEIT. MNBEESHAETHEBENE, AILUTE Apple Podcasts. Spotify SRS IREIEE [
BHiTE. i, BZERAHNTIAETITIL, XEEHNEZARLAAXNEET. R UE
lennyspodcast.com i EIFIEEHTTER THESZES. THW.



