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[00:00:00] Logan Kilpatrick
English:

Finding people who are high agency and work with urgency, if | was hiring five people today, those are
some of the top two characteristics that | would look for in people because you can take on the world if
you have people who have high agency and not needing to get 50 people's different consensus. They hear
something from our customers about a challenge that they're having, and they're already pushing on
what the solution for them is and not waiting for all the other things to happen that... People just go and
do it and solve the problem, and | love that. It's so fun to be able to be a part of those situations.

FROCERIR:

FHALERE “BEEM” (HighAgency) BETFE “KiBR” (Urgency) A, MIRBSKREEAETA,
XHRAERREENR. ANNRMABE—FHRE MM, FREEER 50 PABIMETEIHA, RHL
REMEARtE SR, MMNIAREIZ P RIGEIPREL, MSIUZIEFHDBREGR, MARFEHEMARE - AKEE
EFRRRE, RIFEERIMAE. ES52XFNIFERENREE,

[00:00:36] Lenny
English:

Today my guest is Logan Kilpatrick. Logan is head of developer relations at OpenAl, where he supports
developers building on open Al's, APIs and ChatGPT. Before OpenAl, Logan was a machine learning
engineer at Apple and advised NASA on their open source policy. If you can believe it, ChatGPT launched
just over a year ago and transformed the way that we think about Al and what it means for our products
and our lives. Logan has been at the front lines of this change, and every day is helping developers and
companies figure out how to leverage these new Al superpowers.

FRCERIR:

SKRIEZER Logan Kilpatrick, Logan 2 OpenAl (WA EZEXRZHMFA, AFZIFE OpenAl API #1 ChatGPT
E#HITHERFLEEN. EMN OpenAl 21, Logan ERFERARMHRESIITIEM, HEMARBENE
EERMTHMEE (NASA) 12itEiH, WIUBEMNE, ChatGPT KB N—F %, MMERT T RN Al W5
%, URERENWSERMAETNEN, Logan —BERXTXIPTENRAIL, SRBEEMFALENATRE
SNl F] FRIXLE 2 FTRY Al EBRE ST,

[00:01:10] Lenny

English:



In our conversation, we dig into examples of how people are using ChatGPT and the new GPTs and other
open Al APIs in their work and their life. Logan shares some really interesting advice on how to get better
at prompt engineering. We also get into how OpenAl operates internally, how they ship so quickly, and
the two key attributes they look for in the people that they hire, plus, where Logan sees the biggest
opportunities for new products and new startups building on their APIs.

FROCERIR:

FEBRNBIHER, BMTRNRE T AMIETEMEEPER ChatGPT. #FR GPTs LUIKRE M OpenAl API B2
filo Logan #E T —EXFIARA “4RTIBIIE” (Prompt Engineering) KFENEBEIN, BHli1EWET
OpenAl IAEREENE]. 1N ERIFMLLRNER T E. BENEENRIXEIFR, UK Logan INAE
Fifi 189 API 1932 = @A I AR RANSTEME,

[00:01:38] Lenny
English:

We also get a little bit into the very dramatic weekend that OpenAl had with the board and Sam Altman
and all of that, and so much more. A huge thank you to Dan Shipper and Dennis Ing for some great
questions, suggestions. With that, | bring you Logan Kilpatrick after a short word from our sponsors.

AR ERIE:

FHAVEENE]T OpenAl BBNFEFHXBIMR AR —XKFEES. Sam Altman UKRELERN—Y], IEE RS Dan
Shipper #1 Dennis Ing IR EHBEERBMEN. ERTHBIBENERENBE, ILHMNERXFHS Logan
Kilpatrick B933i%E

[00:01:56] Lenny (Sponsor: Hex)
English:

This episode is brought to you by Hex. If you're a data person, you probably have to jump between
different tools to run queries, build visualizations, write Python, and send around a lot of screenshots and
CSV files. Hex brings everything together. Its powerful Notebook Ul lets you analyze data in SQL, Python
or no code in any combination and work together with live multiplayer and version control. And now
Hex's Al tools can generate queries and code, create visualizations, and even kickstart a whole analysis
for you, all from natural language prompts. It's like having an analytics copilot built right into where
you're already doing your work.

FROCERIR:

AEATI B Hex 2B, WIRMRBHEIEBMLE, (FAERETARANITAZ ERRETER. WETMK. &
5 Python, HEEAKEMEEF CSV X, Hex HX—IEEET —i#2. T©iRAM Notebook FE A IFIRLL
SQL. Python SREMABIMEMAE AR ITEIE, HZIFLRZ AMEMARZASITHl, IE, Hex BY Al TEATLL
RIBERBSRAERTHMAE. QIBANE, EEATEDIENS TR, XREETHNIEREFRE
T— 1 EIERE (Copilot).

[00:02:34] Lenny (Sponsor: Hex continued)
English:

Then, when you're ready to share, you can use Hex's drag and drop app builder to configure beautiful
reports or dashboards that anyone can use. Join the hundreds of data teams like Notion, All Trails, Loom,



Mixpanel, and Algolia using Hex every day to make their work more impactful. Sign up today at
hex.tech/lenny to get a 60-day free trial of the Hex team plan. That's hex.tech/lenny.

AR ERIE:

LIMERFHZN, aTLUER Hex MBI A2 S RECEBEMNIRE KRR, MA Notion. All Trails.
Loom. Mixpanel I Algolia F# B MHIEHAPANITII, SEXEHA Hex it TEE R M A, ZENiAIE]
hex.tech/lenny 7E#ft, BIRI3A1S Hex HBAhR 60 X Z&iXAH. WiLE hex.tech/lenny,

[00:02:59] Lenny (Sponsor: Whimsical)
English:

This episode is brought to you by Whimsical, the iterative product workspace. Whimsical helps product
managers build clarity and shared understanding faster with tools designed for solving product
challenges. With Whimsical, you can easily explore new concepts using drag and drop wire frame and
diagram components, create rich product briefs that show and sell your thinking, and keep your team
aligned with one source of truth for all of your build requirements. Whimsical also has a library of easy-to-
use templates from product leaders like myself, including a project proposal one pager and a go to
market worksheet. Give them a try and see how fast and easy it is to build clarity with whimsical. Sign up
at whimsical.com/lenny for 20% off a Whimsical Pro plan. That's whimsical.com/lenny.

AR ERIE:

EAT B E AR R IMESIE Whimsical 281, Whimsical 3@3 & AR~ Skammigitt T A, =&
ZIPEPIEIEMABERAEIR, FH Whimsical, fRa]LUESIERLERFRERAGRMREITR,
BIBREEN. BERTHBHEMEENTRER, FEIHE—NE R RARENEFRERAERLEFRF—
Whimsical #E— 1 HEEXFENF~RASERENZBERE, SENBRIZEETMFEATT (GTM) IE
*x. WA—T, HF B Whimsical BB BEREZ AREMEE, 7 whimsical.com/lenny 7, AIZ=
Whimsical &Ik \#T{LE,

[00:03:52] Lenny

English:

Logan, thank you so much for being here and welcome to the podcast.
FZERiE:

Logan, JFERSIREER, IEHKEIAFEE

[00:03:55] Logan Kilpatrick

English:

Thanks for having me, Lenny. I'm super excited.
R EE:

HHATEIE, Lenny, HKIEEME.

[00:03:57] Lenny

English:



| want to start with the elephant in the room, which | think the elephant is actually leaving the room
because I think this is months ago at this point, but I'm still just really curious. What was it like on the
inside of OpenAl during the very dramatic weekend with the board and Sam and all those things? What
was it like? And is there a story maybe you could share that maybe people haven't heard about what it
was like on the inside, what was going on?

FROCERIR:

HEMBD “BEENAR” (EMHREAKEEEE) FHRUE, BARTEXARRELELREAEE
T, BERBRLTBIINET, BERERREBAE: ERNXTEEZR. Sam UKRFAIBBLERRI1EE M4
R, OpenAl AERZHAFRY? HREAETHA? BREFARKELITINATRETUDE?

[00:04:20] Logan Kilpatrick
English:

Yeah, it was definitely a very stressful Thanksgiving week. | think in broad context, OpenAl had been
pushing for a really long time, since ChatGPT came out, and that was supposed to be one of the first
weeks that the whole company had taken time away to actually reset and have a break. So very selfishly, |
was super excited to spend time with my family, all that stuff. And then, yeah, Friday afternoon we got the
message that all of the changes were happening, and I think it was super shocking because | think, and
this is a perspective a lot of folks share, everybody had and continues to have such deep trust in Sam and
Greg and our leadership team that it was just very surprising. And we're also a very, as far as company
cultures go, very transparent and very open. So when there's problems or there's things going on, we
tend to hear about them. And again, it was the first time that a lot of us had heard some of the things that
were happening between the board and the leadership team, so very, very surprising.

AR ERIE:

2H, BENZ—TENEXRNBRRTIE. MAERRE, B ChatGPT X% LUK, OpenAl EL2&EHH TR
KEfEl, BRAENEEABE—RERKR. FBRSHIKEBEGE, FRUMFACKE, FHFIFERAFNR
AHERY. &R, BATFRINREI TARAEZHRERNHES. XIFESAEER, BAENFZAFRRENE
&, REX Sam. Greg MIEABIAFEABERRNEE, FIUXHERENT. MEEQBDXLAE, i)
FEERNAR. BEEEAPERE, FMBEAHE. ERERINIRZAFT—RAREETZMNAFEZE
REMMPLE, FILEER. IEBEN

[00:05:20] Logan Kilpatrick
English:

| think my being someone who's not based in San Francisco, | was, again, very selfishly kind of happy that
it happened over the Thanksgiving break because a lot of folks actually had gone home to different
places. So it felt like | had a little bit of comfort knowing | wasn't the only one not in San Francisco,
because everybody was meeting up in person to do a bunch of stuff and be together during that time. So
it was nice to know that there was a few other folks who were sort of out of the loop with me.

(00:05:51):

| think the thing that surprised me the most was just how quickly everybody got back to business. | flew
to San Francisco the next week after Thanksgiving, which | wasn't planning to do, to deal with the team in
person and seeing, literally Monday morning, | was walking into the office being, like expecting, | don't
know, something weird to be going on or happening. And really it was like people laser focused and back
to work, and | think that speaks to the caliber of our team and everybody who's just so excited about



building towards the mission that we're building towards. So | think that was, yeah, that was the most
surprising thing of the whole incident. | think a lot of companies would've had the potential to truly be
derailed for some non-trivial amount of time by this, and everybody was just right back to it, which | love.

AR ERIE:

FEA—IMFAEREWH2BA, H EREFAD) ERREXHFELEERETRE, EARS AHSEERE
ERT . RUHRE—RZE, MEEESFEE—— T FEEZSWHNA, BAYRARBELTLELES
B FRLUFEEELNAMB—HFAT “WRIN , BEEFHE,

RUHRINEARMELENEE. BRERTENBR—AKCETIHZW (FXEHEIE), A THNEHARENE
X B—REREHDAE, FRUAZBIFATFENRR, ERAREBASHE B IIF. FOANXE
WMTHNBRNERER, URSTANERQEERIIAE, XRBIMEHRRLIARIN—R. MRS HM
F), ARREIEERIRK—KRE, BFMNSMABLLEET R, FHIFEERZ—Ro

[00:06:40] Lenny
English:

| feel like it also maybe brought the team closer together. It feels like it was this kind of traumatic
experience that may bring folks together because it was something they all shared. Is there anything
along those lines that's like, "Wow, things are a little different now?"

FROCERIR:
X

[00:06:52] Logan Kilpatrick
English:

One of my takeaways was I'm actually very grateful that this happened when it happened. | think today
the stakes are... They're still relatively high. People have built their businesses on top of OpenAl. We have
tons of customers who love ChatGPT, so if something bad happens to us, we definitely impact our
customers. But on the world scale, somebody else will build a model if OpenAl disappeared and continue
towards this progress of general intelligence. | think fast-forward five or 10 years, if something like this
would've happened and we hadn't gone through the hopeful upcoming work transformation and all
those changes that are going to happen, | think it would've been a little bit, or potentially much worse, of
an outcome. So I'm glad that things happened when the stakes are a little bit lower.

FRCERIR:

HHRBEZ—Z, ERRARREXHFELEEBIHER. BANENEIEZRST —RZ ATE OpenAl
ZERBI TS, BIBEAERE ChatGPT IEF, MIRFNEE, BESFMM(], EELKEEAR, 0R
OpenAliBR T, AAtLSHEERHMRSAERAER (AG) HBIREMH, F8, WRIRHE S5 FH 10 F/5
AREXME, MBAIELEHINFIRNTRENEE, GRAURIEESS. MURRENERER
T AT ERAR BV BT iR

[00:07:39] Logan Kilpatrick

English:



And | totally agree with you. It's like the team has been growing so rapidly over the last year since | joined.
It's been crazy to think about how many new folks there are, and | really think that this really brought
people together because most folks, historically, many of the folks when I joined, what kind of banded us
all together was the launch of ChatGPT, the launch of GPT-4, and for folks who weren't around for some of
those launches, it was perhaps step day. For folks who are on for dev day, it was probably this event. So |
think we've had these events that have really brought the company together cross-functionally, so
hopefully all the future ones will be really exciting things like GPT five, whenever that comes, and stuff
like that.

AR ERIE:

R 2RABMIEER. BERMALLER, FAEIEZ—FEEKTEDR, FHANHEIRA. HENIAAXH
FURKREALTE T 2. AL, HFMAN, BAFKBRRE—IENZ ChatGPT M GPT-4 BI& % ; M TFALR
HEXELHEHNRT, AfeRALAEARS (DevDay) ; MUFEMTHARERENA, AIREMEXREHSF, X
LERENERFHEERRT 28, RERRNARRSER GPT-5 RHEXHFELAHKENER,

[00:08:20] Lenny
English:

Awesome. We're going to talk about GPT-5. Going in a totally different direction, what is the most mind-

blowing or surprising thing that you've seen Al do recently?
R EIE:
KiET o BRI LSWE GPT-5, M TE2ARENAE: MEEEERN Al MENRILRREIERSIZRTNE

fBRfta?

[00:08:31] Logan Kilpatrick
English:

The things that are getting me most excited are these new interfaces around Al, like the Rabbit R-1. | don't
know if you've seen that, but consumer hardware device, this company called TL Draw. | don't know if

you've seen TL Draw.
R EIE:

BRI FEHENEERLS A HIHMRERE, tbil RabbitR-1 (—FUHBERKEHIEE). BB —XKM tldraw A
8, FHERERE R

[00:08:44] Lenny

English:

I think. You sketch something and then it makes it as a website?
R EE:

HEL, MERMMENTEE, S EEM—TMub?

[00:08:48] Logan Kilpatrick

English:



And that's only a small piece of what TL Draw is actually working on, but there's all of these new
interfaces to interact with Al, and | think | was having a conversation with the TL Draw folks a couple of
days ago, really blows my mind to think about how chat is the predominant way that folks are using Al
today. And | actually think, and this is my bulk case for the folks at TL Draw, I'm super excited for them to
build what they're building, but they're sort of building this infinite canvas experience and you can
imagine how, as you're interacting with an Al on a daily basis, you might want to jump over to your
infinite canvas, which the Al has filled in all the details and you might see a reference to a file and to a

video and all of these different things.
R EIE:

BRZ tidraw EEMBA—/NED. RELMTEZ S A RERFHFRE. JLRATFHA tldraw B ABIRBS RL7E
8, REAREEED “WIX" KER A, XELEERN. HIFEEL tidraw 89757, IEERE—H
“EMREm” (Infinite Canvas) BYAIE, fRAILIER, EHES AIRER, {RAIGEABZEILRER L, AIE
ZELEIEHTHAT, (RAIUEIIXHSIA. IEETRE.

[00:09:30] Logan Kilpatrick
English:

And it's such a cool way. It actually makes a lot more sense for us as humans to see stuff in that type of
format than, | think, just listing out a bunch of stuff in chat. So I'm really, really excited to see more
people. | think 2024 is the year of multimodal Al, but it's also the year that people really push the
boundaries of some of these new UX paradigms around Al.

FRCERIR:

XE—MIEEENS . WTFAZEKNR, UXHRABEESLENRERTE HRABESGERSS. FIUEK
FERHFEIELS =, HIAN 2024 ERXEERS Al 25, BWRANEER Al HEX UX (BFPELR) 5B
LA —F,

[00:09:53] Lenny
English:

It's funny. | feel like Chatbots, as a PM for many years, it feels like every brainstorming session we had
about new features, it's like, "Hey, we should have built a Chatbot to solve this problem." It's like the
perennial like, "Oh, Chatbot," or, "Someone's going to suggest we do a Chatbot," and now they're
actually useful and working and everyone's building Chatbots, a lot of them based on OpenAl APIs.

(00:10:12):

There's not really a question there, but maybe the question, | was going to get to this later, is just when
people are thinking about building a product like, say, TL Draw, what should they think about? Where
OpenAl is not going to go versus here's what OpenAl is going to do for us. We shouldn't worry about them
building a version of TL Draw in the future. What's the way to think about where you won't be disrupted
essentially by OpenAl, knowing also they may change their mind?

AR ERIE:

REB, (ENZENTREE (PM), HERURIEREMXZMINEN, 2EARER: 18, BRIIRZM—
MR BB NSRRI N R, KGR NER. MIE, WRVISBAENTF/ERARNTT, SMASEN
ZURNEA, HPRZZET OpenAl B9 AP,



XHRAENR#E, EXREFEHRSRNE: BAMNEZEHER tidraw XEN~ @, NiZiOER
“OpenAl AP EMIIA" 5 “OpenAl ZRFAHBIERE" ? FATRNIZIE L OpenAl KRZM— tidraw
AURRZSPS? 7EBAR] OpenAl FTRERREERHER T, MAEZMLEITHR K OpenAl HIE?

[00:10:36] Logan Kilpatrick
English:

That's a great question. | think we're deeply focused on these very, very general use cases like the general
reasoning capabilities, the general coding, the general writing abilities. | think where you start to get into
some of these very vertical applications... And | think a great example of this is actually Harvey. | don't
know if you've seen Harvey, but it's this legal Al use case where they're building custom models and tools
to help lawyers and people at legal firms and stuff like that. And that's a great example of our models are
probably never going to be as capable as some of the things that Harvey's doing because our goal and
our mission is really to solve this very general use case and then people can do things like fine-tuning and
build all their own custom Ul and product features on top of that.

AR ERIE:

EXEMNFRE FINARNRELTETIREERNAL, tLiEREEEN. BRRENERSFE. M3

REN—LFEEENN A THES - — MRIFRIGIF =2 Harvey, REEREREBAIRE Harvey, XE—1

AR ARG, iTeRERIEREN T ARERIMMEF. XR—MERENF, HMHREAREKEIRAEE

Harvey ELIhEER T, EARKMNHBRNERZRRIFEERAL, ARIEAMTEIEM E#1THE
(Fine-tuning) , H1932 8 SHIEHI Ul M1~ mIhEE.

[00:11:17] Logan Kilpatrick
English:

I have a lot of empathy and a lot of excitement for people who are building these very general products
today. | talk to a lot of developers who are building just general purpose assistants and general purpose
agents and stuff like that. | think it's cool and it's a good idea. | think the challenge for them is they are
going to end up directly competing against us in those spaces and | think there's enough room for a lot of
people to be successful, but to me you shouldn't be surprised when we end up launching some general
purpose agent product because, again, we're sort of building that with GPTs today and versus we're not
going to launch some of these varied verticalized products. We're not going to launch an Al sales agent.
That's just not what we're building towards. And companies who are and have some domain specific
knowledge and they're really excited about that problem space, they can go into that and leverage our
models and end up continuing to be on the cutting edge without having to do all that R&D effort
themselves.

FROCERIR:

NFRLEEFEHNEER~ROA, REREBERXRINET, RERIREARBAHFNERE LR
(Agents) HIFF%RE, HEEXRE, L2 NMFES. BRHET, MNERAIEXEITRSHITERR S,
BAFIANNTHREKR, FILLILRZ AL, BORMRERZRNAG T EMERERAETm, FTHZREZ
5, EABAIESN GPTs AEEX T AEE. BLEZT, KA LAHEIMEEN M, LRI MHE—
AIHERE, BARRNBBT. MALHERETRFIRHNZ AR HREH AR, AILURHERHFA
BAIBIEE, MMELFAIBLERREANER FRIFMAE.

[00:12:16] Lenny



English:

Got it. So the advice I'm hearing is get specific about use cases, and that could be either models that are
tuned to be especially useful for a use case like sales or make an interface or experience solving a more

specific problem.
FRERIE:

BBET. FILMFNREIE: B TAKNABG. XTURHMSERFG (WIHE) #HTRMNRE, BaJlE
iR R ELRR A SR E B RS,

[00:12:30] Logan Kilpatrick
English:

And | think if you're going to try and solve this very general, if you're going to try to build the next general
assistant to compete with something like ChatGPT, it has to be so radically different. People have to really
be like, "Wow, this is solving these 10 problems that | have with ChatGPT, and therefore I'm going to go
and try your new thing." Otherwise we're just putting a ton of engineering efforts and research effort into
making that an incredible product, and it's just going to be the normal challenges of building companies.
It's just hard to compete against something like that.

FROCERIR:

MEHIAN, MRBFERIFEBHIEE, BHRT—MERBFRS ChatGPT BF, ELMEHRNF
Bo AR “ME, XBRT KT ChatGPT LIBEIAY 10 NMa&, FAUBRERZEHMEEH~m.” T,
BINEERNBENTREMARADERITE— TR m, EXMER FTREFZIFERME,

[00:12:59] Lenny
English:

Awesome. Okay, that's great. | was going to get to that later, but I'm glad we touched on that. | imagine
that's on the minds of many developers and founders. Kind of along the same lines, there's a lot of talk
about how ChatGPT and GPTs and many of the tools you guys offer are going to make a company much
more efficient. They don't need as many engineers, data scientists, PMs, things like that, but | think it's
also hard for companies to think about what can we actually do to make our company more efficient. I'm
curious if there's any examples that you can share of how companies have taken built a, say, a GPT
internally to do something so that they don't have to spend engineering hours on it or generally just used
OpenAl tooling to make their business internally more efficient?

FRCERIR:

KET ., REMENMWET XD, BEREALENMUBABEREXNIR, INEXBE, WEBRSZX
F ChatGPT #1 GPTs tfAliR B AR RENITIE — IR BRENAZ TN, HIBRFERKE PM. BFIAN
ANEREEAEEE “BINFREMLEFARRERE . METREDIZ—LHTF, tbUIRATNEREARNIIDE
GPT REMEIMLIE, MM & LiEEE, EEF A OpenAl WTRILAESESZH?

[00:13:42] Logan Kilpatrick
English:

Yeah, that's a great question. | wonder if you can put this in the show notes or something like that, but
there's a really great Harvard Business School study about... And | forgot which consulting firm they did it



with. Maybe it was like Boston Consulting or something like that, but it might've been one of the other
ones. And they talk about the order of magnitude of efficiency gain for those folks who are using Al tools,
| think it was chat GPT specifically in those use cases that they were using, comparatively against folks
who aren't using Al. I'm really excited, also, just as just more time passes between the release of this
technology, for us to get more empirical studies. | feel just for myself, as somebody who's an engineer
today, | use ChatGPT and | can ship things way faster than | would be able to.

FROCERIR:

B, XENFRE, MEMEXMNETENRE: BHEBFERE-—HEFEEENAR (FEEMKLHES
AT BCG &1EM) , It THEAAI TR (1512 ChatGPT) WASFREERM Al BIAMRLL, MERANKRER.
BEE AL BHEEKERK, FERAJEIESHLIEMAR. mETAMS, FA—RIREIM, KEA
ChatGPT %%/ mAVEE L ARG 2.

[00:14:26] Logan Kilpatrick
English:

| don't have any good metrics for myself to put a specific number on it, but I'm guessing people are
working on those studies right now. | think engineering is actually one of the highest leverage things that
you could be using Al to do today and really unlocking, probably on the order of at least a 50%
improvement, especially for some of the lower hanging fruit software engineering tasks. The models are
just so capable at doing that work. And it's crazy to think... And I'm guessing, actually, GitHub probably
has a bunch of really great studies they publish around copilots and you could use those as an analogy for
what people are getting from ChatGPT as well. But those are probably the highest leverage things.

FROCERIR:

HRBERGNENLER, BERBIUESEAATMBXAR. RIANITEFALXZEFER Al IIFRES TN
Z—, REHEE-EEMNRAIRES L, BMREATEREDE 50% L6, BELEXETERNENIFE
8o GitHub AJREL AT X TF Copilot BYEAZ, {RAILUBHERE(ENSE, XERRRBMIITRESNER.

[00:15:07] Logan Kilpatrick
English:

| think now with GPTs, people are able to go in and solve some of these more tactical problems. | think
one of the general challenges with ChatGPT is it gives a decent answer for a lot of different use cases, but
oftentimes it's not particular enough to the voice of your company or the nuance of the work that you're
doing. And | think now with GPTs and people who are using the teams in ChatGPT and Enterprise in
ChatGPT, they can actually build those things, incorporate the nuance of their own company, and make
solving those tasks much, much more domain specific. So we literally just launched GPTs a couple of
months ago, so | don't think there's been any good public success stories, but I'm guessing that success is
happening right now at companies, and hopefully we'll hear more about that in the months to come as
folks get super excited about sharing those case studies.

FROCERIR:
BT GPTs, AMEERIMUBA—LEAEAMNEB, ChatGPT W—MEEHEE, TEANRZAGIRMTE
MESR, BEEEFBMESRARANFEE RN T ENAME. MWEET GPTs, LUK ChatGPT HIFAMRF L

e, APAIUMEMAQSREHNIAR, EESLEEMT K. GPTs A %H/L1MA, BRFEEREXRZA
FRIRINZER, BRBREAFABEEELRETZET, HERK/ITREFEESZDE,



[00:15:58] Lenny
English:

I'll share an example. So | have this good friend, his name's Dennis Yang, he works at Chime, and he told
me about two things that they're doing at Chime that seem to be providing value. One is he built a GPT
that helps write ads for Facebook and Google just gives you ideas for ads to run, and so that takes a little
load off the marketing team or the growth team. And then he built another GPT that delivers experiment
results, kind of like a data scientist, with here's the result of this experiment. And then you could talk to it
and ask for like, "Hey, how much longer do you think we should run this for," or, "What might this imply
about our product,” and things like that. And | think it's really-

FRCERIR:

BAE—MIF. BBENFHERM Dennis Yang, MI7E Chime TE, fth&53F3 Chime IEEMMRESZIEEFTN
B, —MWET— GPT R#EBIRT Facebook #l Google ™4, R E6IE, BT EHME KA R
B, ZRMEBT —MERTRIERN GPT, MEMIBRER—F, HFMIRER, ABMAIURE: “F
REXPILRRAEERLZRA? 7 HE “XHENNTRERETA? 7 ZRWRH, EiEEXIEE—

[00:16:35] Logan Kilpatrick
English:

I love that.

R EE:

BREAERZENT o

[00:16:35] Lenny
English:

Like you said. Is there anything else that comes to mind? Just things you've heard people do just like,
"Wow, that was a really smart way of... " So | get there's engineering, co-piloting type tooling. Is there
anything else that comes to mind? Just to give people a little inspiration of like, "Wow, that's an
interesting way | should be thinking about using some of these tools."

AR ERIE:

FEIRIREY . BB AILRENSRRZINAFIB? MERMIFFTRREE “E, XEEMEBNDE HER.
BRT IREMBITR, EBHAGIRTREANEBRED?

[00:16:50] Logan Kilpatrick
English:

I've seen some interesting GPTs around the planning use cases, like you want to do OKR planning for your
team or something like that. | just actually saw somebody tweet it literally yesterday. I've seen some cool
venture capital ones of doing diligence on a deal flow, which is kind of interesting, and getting some
different perspectives. | think all of those horizontal use cases where you can bring in a different
personality and get perspective on different things | think is really cool. I've personally used a GPT, the
private GPT that | use myself that helps with some of the planning stuff for different quarters, and just
making sure that I'm being consistent in how I'm framing things like driving back to individual metrics,



stuff that, when people do planning, they often miss in our data, and then it's been super helpful for me

to have a GPT to force me to think about some of those things.
R EIE:

HEII—LEXTFML (Planning) BB GPTs, LbaIMEIRAET OKR Mk, HIEXRNIEH T EBEREAS
2, TA—LEREMNNLIZE GPTs, BTXHMERHATRINAE, RUARNMAA, RRESXEERBHIIFES
B, fRAJLASIAARER A" RERRAERAENEZ. B TARER—MAERN GPT, HERMEENL,
RIEFEIER BRI RIF—EE, LN R B R EER o AMFEMMR S B2 BIRHIERRR LT,
GPT gESRiB A BE XL, XMNFZIFEFH.

[00:17:43] Lenny

English:

Wait, can you talk more about this? What does this GPT do for you and what do you feed it?
R EIE:

FF, EZIINXANG? X GPT EFAMRMAA? RATRHAE?

[00:17:48] Logan Kilpatrick
English:

Yeah, | forgot what article | saw online, but it was some article that was talking about what are the best
ways to set yourself up for success in planning. And | took a bunch of the... I'll see if | can make it public
after this and send you a link, but took a bunch of the examples from that and went in and put some of
those suggestions into the GPT, and then now when | do any of my planning of | want to build this thing, |
put it through and have it generate a timeline, generate all the specifics of what are the metrics and
success that I'm looking for, who might be some important cross-functional stakeholders to include in
the planning process, all that stuff, and it's been helpful.

FRCERIR:

2, HETREMREXEEFIN, PBEXTNAMGERAINBNEN . HBEPH—EZO0ZWNBHET GPT
B, REERZEEFERIEEAFHAMA N EHE, WESHITVEGEAFN, HRIBEERL GPT, iLteE
pBYElIR. RIARETEEAR. BIIMIEN, UREMKISERFE S LPLEERVEIRENDmEXE, XL
FEER.

[00:18:25] Lenny
English:

Wow, that is very cool. That would be awesome if you made it public. And if you do, we'll link to it and
we'll make it the number one most popular GPT in the store.

FROCERIR:
M, BRAREET. SARIREEQFAMKET . MRMAAT, HNSMLERERE, LERNBERRZILH GPT,

[00:18:35] Logan Kilpatrick

English:



| love it.
FRSCERIF:
KFTo

[00:18:35] Lenny
English:

Going in a slightly different direction, there's this whole genre of prompt engineering. It feels like it's one
of these really emerging skills. | actually saw a startup hiring a prompt engineer, one of the startups I've
invested in, and | think that's going to blow a lot of people's minds that there's this new job that's
emerging. And | know the idea is this won't last forever, that in theory Al will be so smart you don't need
to really think about how to be smart about asking it for things you need it to do. But can you just
describe this idea of what is prompt engineering, this term that people might be hearing? And then even
more interestingly, just what advice do you have for people to get better at writing prompts for, say,
ChatGPT or through the APl in general?

FRCERIR:

WANMER, XF “@RiAIFE” (Prompt Engineering) . XEIGR—IH M, HREAN—KLIQATE
EERERTAIEN, XAgERIEREARIRTF—BALEIM T —M#HERL, FAEE—FHMIARXFR
KA, Bie L A TREBERA, FAFEHLBEZNMERRE, BFEER—THARRERAIERL? B8
EMZE, WFBETE ChatGPT 5¢ API FEHEIFRTIANA, REFAEIN?

[00:19:13] Logan Kilpatrick
English:

Yeah, this is such an interesting space, and | think it's another space where I'm excited for people to do
more scientific empirical studies about, because there's so much gut feeling, best practices that maybe
aren't actually true in a certain way. | think the reason that prompt engineering exists and comes up at all
is because the models are so inclined, because of the way that they're trained, to give you just an answer
to the question that you ask. Crap in crap out. If you ask a pretty basic question, you're going to get a
pretty basic response. And actually the same thing is true for humans, and you can think of a great
example of this. When | go to another human and | ask, "How's your day going," they say, "It's going
pretty good."

FROCERIR:

2H, XR— MR8, RIFEINESHENLIENE, RARETERSHMIEBEN “RESLK” HE
BETEHRN, ROT2ER. RTIRZFAUETE, RERNRERZINGSNOENE, MRTEREERRE
HREE, “hitkst, HRH” o MRMRE—PNIEBEMBEE, FRIKFE—TIFERMAIEIE. HEAZ
BRI, ENFF, HREAF—IA “SRITEARE" B, MTBEEZR BEFH -

[00:19:53] Logan Kilpatrick
English:

Literally, absolutely zero detail, no nuance, not very interesting at all versus, again, if you have some
context with a person, if you have a personal relationship with them and | ask you, "Hey Lenny, how's



your day going? How did the last podcast go," et cetera, et cetera, you just have a little bit more context
and agency to go and answer my question. | think this is prompt engineering.

(00:20:13):

My whole position on this is prompt engineering is a very human thing. When we want to get some value
out of a human, we do this prompt engineering. We try to effectively communicate with that human in
order to get the best output. And the same thing is true of models. And | think it's like, again, because
we're using a system that appears to be really smart, we assume that it has all this context, but it's really
like imagine a human level intelligence but literally no context. It has no idea what you're going to ask it.
It's never met you before. It has no idea who you are, what you do, what your goals are. And it's the
reason that you get super generic responses sometimes is because people forget they need to put that
context in the model.

AR ERIE:

TERBAT, KEER, —RUEFEB. BNMRFEMEAERE, iR 18 Lenny, SREAHF? £—HA
BERFUNME? 7 FF, ME 7 ESHN L TXMaREZHNER-,. RIANZRERTIEALE

BOMRE, BTAIEZEZAMLN. SRMNEMS—IABRERBNEN, RMNEIHTXM “RRiE
T2 —SRABMDELIRRRESR. REBRE—F. BABRMNERNAREERIFERRA, K(ERE
RIREHBEFREERER, EXRLEMGE—TMREAXENINTEREERERNA. EXRMEMRZEMT
4, ®RWER, FHERRE, M4, BREH4. MZAAUERIBEFERTENEE, BENAMTSIE
TREEERERRAGRE,

[00:20:57] Logan Kilpatrick
English:

So | think the thing that is going to help solve this problem, and we already kind of do this in the context
of Dali, so when you go to the image generation model that we have, Dali, and you say, "l want a picture
of a turtle," what it does is it actually takes that description. It says, "I want a picture of a turtle," and it
changes it into this high fidelity, like generate a picture of a turtle with a shell, with a green background
and lily pads in the water and all this other. It adds all this fidelity because that's the way that the model
is trained. It's trained on examples with super high fidelity. This will happen with text models.

AR ERIE:

HIAABRXNEENFGZE (RITELTE DALLE PXAMT) =B HIREGEMER DALLE R “REBE—
KESRHRE" B, eXFLESBIXNMER, HERHEUABRENHER, bl “ER—KHFERRNER
RA, EREREN, KEFHEE" FF, SEMTXERT, ENEERETSRETHIIEN, XA1EE
WERERFNEL.

[00:21:35] Logan Kilpatrick
English:

You can imagine a world where you go into ChatGPT and you say, "Write me a blog post about AL" It
automatically will go and be like, "Let me generate a much higher fidelity description of what this person
really wants, which is generate me a blog post about Al that talks about the trade-offs between these
different techniques and some example use cases and references some of the latest papers," and it does
all that for you, and then you at the user will hopefully be able to be like, "Yep, this is kind of what |
wanted. Let me edit this. Let me edit this here."



(00:22:02):

And again, the inherent problem is we're lazy as humans. We don't want to type all... We don't really want
to type what we mean, and | think Al systems are actually going to help solve some of that problem.

FRZERIE:

REJLIBRXFE— MR fR#EAN ChatGPT it “ARE—RXT AINEER" . EXBEMIRIHER—TER
RER#ER, kil “BRE-RXT AINEE, WNeRRERARZENE, 72— LBMIH5|B&MEiE
X" o EAMRBEFTX—Y], ARMEABFPRIBER: X, XMEHREEN, HBAXE”

JAIREER, EBRIREEAREMBN . HNARITHRAZT, FMIFARBHINNVELSE, ML Al &R
L Pr L BB ARIRX R,

[00:22:12] Lenny
English:

So until that day, what can people do better when they're prompting, say ChatGPT? And I'll give you an
example. Tim Ferris suggested this really good idea that I've been stealing, which is when you're
preparing for an interview, you go to chat GPT. And so | did this for you. | was like, "Hey, I'm interviewing
Logan Kilpatrick, he is head of developer relations at OpenAl, on my podcast. Give me 10 questions to ask
him in the style of Tyler Cowen," who I think is the best interviewer. He is so good at just very pointed
original questions. So what advice would you have for me to improve on that prompt to have better
results? The questions were fine. They're great. They're interesting enough, but they weren't like, "Holy,
these are incredible." So | guess what advice would you give me in that example?

AR ERIE:

AATER—KRERZAET, AM17E4 ChatGPT SRR IABYREMEE A REHNE? HAMIIFo. Tim Ferriss f2id—
MREFNER, H—EHEREH: HEEmIAXER ChatGPT, HBAMRMT XHSE, HiR: 12, REERNE
& X35 Logan Kilpatrick, ft@ OpenAl IFFEEXR 1R A, 1ELL Tyler Cowen BIXIHELAE 10 el ”
#5113 Tyler Cowen B&FNEIRE, MIFEEKIELASARCINRIM, A, RMFEHIMERIABMT
ARN? ERVRRETT, HEBN, EFEE KW, XXRAURNT” HiRE,

[00:22:57] Logan Kilpatrick
English:

Yeah, that's a great example where thinking in context of who it is that you're asking questions about. I'm
probably not somebody who has enough information about me on the internet where the model actually
has been trained and knows the nuances of my background. | think there's probably much more famous
guests where it might be that there's enough context on the internet to answer the questions. You
actually have to do some of that work. You need to, say if you're using browse with Bing, for example, you
could say, "Here's a link to Logan's blog and some of the things that he's talked about. Here's a link to his
Twitter. Go through some of his tweets, go through some of his blogs and see what his interesting
perspectives are that we might want to surface on the blog," or something like that.

RS ERIF:
XE—MBFNEIF. BEEBFIRONEKNES, ROEFTSRMEEREN S B2 ERILERIGH THE
EESATHA, NRSEHERMER, BN EN ETXAREBEZERT, BNFH, (RAEEEH—LL

EIPIAE. tban, SORARGEA “Bing BARIEZER" Ihee, RAJLAMR: “XZE Logan IEFEVHERE, XEMAVHESHE
¥, BNR—THAEXHER, EEMEPEGBNMRERANTA UEEETPIZEN.”



[00:23:36] Logan Kilpatrick
English:

It's, again, giving the model enough context to answer the question. I think, again, that prompt actually
might work really well for somebody who has it, if you were interviewing Tom Cruise or something like
that, somebody who has a lot of information about them on the internet. It probably works a little bit
better.

FRCERIR:

XXZE “ARARHES ETX NiEHE. MRMKIFHEE - REHXFENLEBEEENA, RZA
B MERIA R BRI S S,

[00:23:52] Lenny
English:

So the advice there is just give more context. It doesn't tell you, "Hey, | don't actually know that much
about Logan, so give me some more information." It's just like, "Here you go. Here's a bunch of good

questions."
AR ERIE:

FRUBNARRMESE R, EAREMTIFR: 1R, HLHNM Logan THARSZ, BARRERE.” ERA
BiER: 4, XRHRERNE"

[00:24:00] Logan Kilpatrick
English:

Exactly. It wants to. It so deeply wants to answer your question. It doesn't care that it doesn't have
enough context. It's the most eager person in the world you could imagine to answer the question, and
without that context it's just hard to do, to give anything a value. If we got t-shirts printed, they should
say, "Context is all you need. Context is the only thing that matters." It's such an important piece of
getting a language model to do anything for you.

FRCERIR:

R, EXBMEMRNEAT. EFAEFEHCREERZERER. ERIMFFAERKRNHER L&ESEDZRHAY
A, BEREER, ERERHEEEENENTRA, MRFNENTIM, LEANEZEE: “BERMIIMAFN—T
(Contextis all you need), HREW—EBNER.” XBILESEENRIIFIXHE,

[00:24:26] Lenny
English:

Any other tips? Just as people are sitting there, maybe they have ChatGPT open right now as they're
crafting a prompt, is there anything else that you'd say would help them have better results?

FRCERIR:
HHEEMEIEE? HAMIMELEFE ChatGPT BRRIENY, BEH AR MITRSEFERNEI?



[00:24:37] Logan Kilpatrick
English:

We actually have a prompt engineering guide, which folks should go and check out. It has some of the
examples. It depends on the order of magnitude of how much performance increase you can get. There's
a lot of really small silly things, like adding a smiley face, increases the performance of the model. I'm
sure folks have seen a lot of these silly examples, but telling the model to take a break and then answer
the question, all these kinds of things. And again, if you think about it, it's because the corpus of
information that's trained these models is the same things that humans have sent back and forth to each
other. So you telling a human, "When | go take a break and then | come back to work, I'm fresher and I'm
able to answer questions better and do work better," so very similar things are true for these models. And
again, when | see a smiley face at the end of someone's message, | feel empowered that this is going to be
a positive interaction and I should be more inclined to give them a great answer and spend more effort on
the thing that they asked me for.

AR ERIE:

BINELE—7 (BriALIigER), ARAUEEES. EEEREMF. HEEANZERRTAKER. &
REZEMBEN/NKIG, LLIIM—TRESS, MERSRENKRN. HBEEARRIRSXEMF, bl
HIFRE “RRE—TBEERE" ZEM. MRIMFARR, XRENNFXERERERERZRALER
RENER. (REF—PA “RE—TBLEXRIFEERE, EEFMOZFNE" , INERBEFER. [
1, SREBIGEEREREIREN, RIRFEXR—RMRNER, MNMEMRTLE—MFHREHRAE

%¥57.

[00:25:34] Lenny

English:

Wow, wait. So that's a real thing. If you had a smiley face, it might give you better results.
R EE:

i, FF, X2EMNG? MMREAENSEEFHER?

[00:25:39] Logan Kilpatrick
English:

Again, it's like the challenge with all this stuff is it's very nuanced and it's also it's a small jump in
performance. You could imagine on the order of one or 2%, which for a few sentence answer might not
even be a discernible difference. Again, if you're generating an entire saga of texts, the smiley face could
actually make a material difference for you, but for something small and textual it might not.

AR ERIE:

EEAEIE, XERBIFEHY, MEREABRER . RAIMUBRALIZE 1% 30 2% BEA, MNF/La1E8E
EAREIRAFFA X, BMRFEEMRKEAIL, KEFEENSFERRMENTNE; NFEXE, AT
AR,

[00:26:03] Lenny

English:



Okay, good tip. Amazing. Okay, we've talked about GPTs | think maybe might be helpful to describe what
is this new thing that you guys launched, GPTs, and I'm curious just how it's going. This is a really big
change and element of OpenAl now with this idea that you could build your own mini, and I'm almost
explaining it, your mini open ChatGPT and then people can... | think you can pay for it. You can charge for
your own GPT oris it all free right now?

FROCERIR:

89, REBRIKIS. KET. RITIIE GPTs I, WiFieiid— TR IMBRIX MIARAE GPTs @HARRE
e, BRBAEHREINM. XZE OpenAl N—NEXRLZ, BEMRAUMEZEECH “®EIRAR™ ChatGPT, id
BANTAT LA BRI LM BREAIS? (RATLAAN B CRY GPT WaERN3, R 2IEE R R ERAY?

[00:26:29] Logan Kilpatrick
English:

It's ll free right now. It's all free.

R EE:

MEEEREN,

[00:26:31] Lenny
English:

Okay. In the future | imagine people will be able to charge. So there's this whole store now. Basically it's
the whole app store that you guys have launched. How's it going? What's happening? What surprised you
there? What should people know?

FRZERIE:

FB. FRBRRKANMIZATLEE. MEATXIEE, BREMZMIELN "NABE" . BRIBRN
{? KRETHA? BHALFRRFNER? ARMIZ T #RERFA?

[00:26:42] Logan Kilpatrick
English:

Yeah, it's going great, and again, historically the thing that you would have to do, let's say for example,
you have a really cool ChatGPT use case, what you would have to do to share it with somebody else is
actually go in and start the conversation with the model, prompt it to do the things that you wanted to,
and then you would share that link with somebody else before the action has actually happened and be
like, here now you can essentially finish this conversation with ChatGPT that | started.

(00:27:08):

So GPT kind of changes this where you take all that important context, you put it into the model to begin
with, and then people can go and chat with essentially a custom version of ChatGPT. And the thing that's
really interesting is you can upload files, you can give it custom instructions, you can add all these
different tools. Like a code interpreter is built in, which allows you to do math. Essentially you have
browsing built in, image generation built in. You can also, for more advanced use cases if you're a
developer, you can connect it to external APIs so you can connect it to the Notion API or Gmail or all these
different things, and have it actually take actions on your behalf.



AR ERIE:

HRIFEIF. LETIIRIRE—MRESR ChatGPT BAIRBDZL4LIA, (RFLFIE—EIE, SISREHIRE
ILEMIE, AREMFRENDERE, SFXNA: "4, (RAILURERFTIERIXERINIESREED. "

GPTs ETX—Ro. RAIUFSRABEERNERESBNEESR, ARANMAIUS XN EHIMEY ChatGPT
WX, REBHNIRMAINLEXH. BRHEBEXES. FNMEMIA, LLIIRET RiBEES (Code
Interpreter) KM FIZE, EEKMNER. BEREMIEE. NTHRESSHRABR, (RERILIERIMNGD API,
Eb3N Notion 8¢ Gmail, iLERRIMFHITIRCE,

[00:27:44] Logan Kilpatrick
English:

So there's so many cool things that people are unlocking. And what's been most exciting to me, actually,
is the non-developer persona is now empowered to go and solve these really, really, really more
challenging problems by giving the model enough context on what that problem is to be able to solve it.
Going back to context is all you need, this is very true in the context of GPTs, and if you give it enough

context, you can solve much more interesting problems.
FROCERIR:

AMIEEFEMRSEIZBINEE. RILFHENE, FFLERENTHRBESFRIBLER AR,
RAFLBRURHEBNEREEEE. [ “BRMBRFAFN—T , X7E GPTs REIEHERE,

[00:28:11] Logan Kilpatrick
English:

There's so many things that I'm excited about with this. I think monetization, when it comes to the store
later this quarter, | think is going to be extremely exciting when people can get paid based on who's using
their GPT. That's going to be a huge unlock and open a lot of people's eyes to the opportunity here. | also
think continuing to push on making more capabilities accessible to GPTs for people who can't code is
really exciting. Even for me as someone who is a software engineer, it's not super easy to connect the
Notion API or the Gmail API to my GPT, and really I'd love to just be able to one click sign in with Gmail
and then all of a sudden it's like my Gmail is accessible, or someone else can sign in with their Gmail and
make it accessible. So | think over time all those types of things will come, but today it's really custom
prompts is essentially one of the biggest value adds with GPTs.

FROCERIR:

BB RZET. AFEREMEEEFBLIINEER, AMALUREE GPT NERBRRFRM, X2IFE
TAXE, BRUBELZABTIXENNSE, REFLERIULTERBHABREERMMER GPTs EAIRE. B
BEXEX NN TIZIMRG, ZEHE Notion B Gmail APl B RZEHAR H. HRELBREIIM—RER Gmail, RAiF
By GPT FLeETRIRIER (. BEERYEIHETS, XEIhEEE RSN, (EEAI GPTs RAMMELRETHEXETR
o

[00:29:03] Lenny
English:

Awesome. | have it pulled up here on different monitor and Canva has the top GPT currently, and | was
trying to play with it as you're chatting just to see. | was going to make a big banner that said, "It's the



context stupid," and it doesn't. I'm not doing something right, but I'm not paying that much attention to
it because we're talking, but this is very cool. Just maybe a final question there. Is there a GPT that you
saw someone built that was like, "Wow, that's amazing. That's so cool," something that surprised you?
And I'll share one that was very cool, but is there anything that comes to mind when | ask that?

FRCERIR:

KiET, REES— 1 ERLE, BRiHE%—M=E Canva B GPT, MIARIIENFXT—T, BB—15E
“RE, KERER" BAMERE, B2mi. AJREHREFAY, ERREERMIIR, XENRE. XTFX
TIRE—TEE: BREM NI GPTILRTRR “H, K#&ET, XET™ ? LA AILRRINIE
m? /=) I BIPE—PREFRER.

[00:29:33] Logan Kilpatrick
English:

I think my instinct is the Zapier. All of the stuff that Zapier has done with GPTs is the most useful stuff that
you could imagine. You can go so far with what... And | don't know how it's packaged for Zapier's GPT
right now, but you can actually, as a third party developer, integrate Zapier without knowing how to code
into your GPT. So they're pushing a lot of this stuff, and then basically all 5,000 connections that are
possible with Zapier today, you can bring into your GPT and essentially enable it to do anything. So I'm
incredibly excited for Zapier and for people who are building with them so many things that you can
unlock using that platform. So | think that's probably the most exciting thing to me for people who aren't
developers.

FRCERIR:

FHVEDZ Zapiero Zapier 7 GPTs L#BVFrE R iIAEB B IREERREINRELARIRE, RAIUERRT 3K
FAAEIIE Zapier BY GPT BUAIHRER, BIFAE=FHAE, MEEUUEMERENBER T Zapier &
FREMREY GPT o M TEREARNMNXHE, E7A L Zapier BRIZHIH 5000 Z AR I LS| NIRRT GPT,
ILEJLFREMERSE, A Zapier URERZTFENWARELNE, WFEFLKERY, XATEERSANEN
£15.

[00:30:20] Lenny

English:

Awesome. Zapier's always in there, getting in there connecting things.
R EE:

KiET . Zapier RRLARE, EZAHY.

[00:30:23] Logan Kilpatrick
English:

Yeah, they're great.

FRCERIE:

=, iR,



[00:30:25] Lenny
English:

So the one that | had in mind, so | had a buddy of mine, [inaudible 00:30:28], who's the CEO of a company
called Runway built this thing called Universal Primer which helps you learn. It's described as, "Learn
everything about anything," and basically, | think, it's kind of this Socratic method of helping you learn
stuff. So it's like, "Explain how transformers work in LMs," and then it just kind goes through stuff and
then asks you questions, | think, and helps you learn new concepts. And | think it's the number two
education GPT.

AR ERIE:

HEZNWENBHEM—MIAAA (Runway BJ CEO) 89, B Universal Primer, EEEEBIRES], SHREE
“BIXTFEMAEN—L) , EEXLERAABARIBEEREMREREIN, bR “BRF—TKIES
BEIH Transformer W TERIE” , ESHE—F, RERBFEE, BREAEHES. cEBIITFREHEEE
GPTHIE—&,

[00:30:53] Logan Kilpatrick

English:

| love that. [inaudible 00:30:53] is incredible, so...
FRCEIE:

HERZ D [RABEREE -

[00:30:54] Lenny (Sponsor: Arcade)
English:

Yes, it's true. Let me tell you about a product called Arcade. Arcade is an interactive demo platform that
enables teams to create polished, on-brand demos in minutes. Telling the story of your product is hard
and customers want you to show them your product, not just talk about it or gate it. That's why Product
Four teams such as Atlassian, Carta and Retool use Arcade to tell better stories within their homepages,
product change logs, emails and documentation.

AR ERIE:

21, &, ERAIRNEB— Arcade B9 o Arcade B— MR EETFE, #ELLEIAE/LDHAROIE
HEXERFESRBIAMNETR. HAR=RNERE, MEFAFEEIEINS G, MANE R UES RS
TEEMESN, XFER N4 Atlassian. Carta #1 Retool ZFHIBAER Arcade FE . F@mEHMAE. X
PR BRI,

[00:31:23] Lenny (Sponsor: Arcade continued)
English:

But don't just take my word for it. Quantum Metric, the leading digital analytics platform created an
interactive product tour library to drive more prospects. With Arcade, they achieved a 2X higher
conversion rate for demos and saw five times more engagement than videos. On top of that, they built
the demo 10 times faster than before. Creating a product demo has never been easier. With browser-
based recording Arcade is the no-code solution for building personalized demos at scale.



AR ERIE:

AMRFEN—EZIE, MENEFHHTESE Quantum Metric Bl T — I RER=RSRERKSIELEBER
Fo @i Arcade, fIJAVETREREKIEST 218, EohREMWM 5 F. REENZ, MITEEERIEREL
LAETRT 10 f&. S miETmMRILE S, @IE TN EEAIRE], Arcade BRMEMEMEWETIT
DR 2o

[00:31:50] Lenny (Sponsor: Arcade continued)
English:

Arcade offers product customization options, designer approved editing tools and rich insights about
how your viewers engage every step of the way. Ready to tell more engaging product stories that drive
results? Head to arcade.software/lenny and get 50% off your first three months. That's
arcade.software/lenny.

FRCERIR:

Arcade 1IREF=@REFIET. ITTIARTNRIELTR, URXTFUARE—FLES5FRANFEERR, E&FITFHRE
A, BRERAEF MRS TM? 58 arcade.software/lenny, BI=MNBAZEZHIFHE,

[00:32:11] Lenny
English:

| want to talk about just what it's like to work at OpenAl and how the product team operates and how the
company operates. So you worked at... Your two previous companies were Apple and NASA, which are not
known for moving fast. And now you're at OpenAl, which is known for moving very fast, maybe too fast for
some people's taste, as we saw it with the whole board thing. And so what I'm curious is just what is it
that OpenAl does so well that allows them to build and ship so quickly and at such a high bar? Is there a
process or a way of working that you've seen that you think other companies should try to move more
quickly and ship better stuff?

AR SCENIE:
IABEDEITE OpenAl TERH AR, UKFREIFILAE ISR, RZailMR AR NASA,
ENHARLL “R” ZF. MIER OpenAl UMGEFH#EZ, EENEEARITTEXRTY FLERIIEES

SEHRBERBME) . HRIFET, OpenAl BIRMN T4, LIRS SRERRE RN TR MG
RmrEm? BB ARSI RZIMANEMABNIZMEE, MMNREEH LB ELF~miY?

[00:32:48] Logan Kilpatrick
English:

Yeah, there's so many interesting trade-offs and all of this tension around how quickly companies can
move. | think for us, again, if you think about Apple as an example, if you think about NASA as an
example, just older institutions, lots of... Over time, the tendency is things slow down. There's additional
checks and balances that are put in place, which drags things down a little bit. So we're young and a new
company, so we don't have a lot of that institutional legacy barriers that have been put in place.

FRCERIR:

2H, XTFREBERENNFEERSEBHNENIKS. UFR NASARG, ENREETM, KEERE
BUERS, EMREERER. SBTIMIBENS, XSEEHE, MENB—KERHFQE, KERASH]



BRI L.

[00:33:18] Logan Kilpatrick
English:

| think the biggest thing, and there's a good Sam tweet somewhere in the ether about this from, I think,
2022 or something like that, but finding people who are high agency and work with urgency is one of the
most... If | was hiring five people today, those are some of the top two characteristics that | would look for
in people because you can take on the world if you have people who have high agency and not needing to
either get 50 people's different consensus, because you have people who you trust with high agency and
they can just go and do the thing, | think, is one of the most... It is the most important thing, I'm pretty
sure, if you were to distill it down.

FRCERIR:

HANERXEN—R (Sam £ 2022 FEAERI—FEXNHEE) 2. IWPLARE “SBEN” BIFA
“BERT BIA. IRBSKRBHEANA, XRZRBENRINR. BNORFAE—BMTEEN. BEs
BEMRA, MIIFRFEEER 50 MABIRMEERTE, FRMETERER. MRIFBESLE, XEWNEREE
GRESEHR

[00:34:04] Logan Kilpatrick
English:

And | see this in folks that | work with. Folks are so high agency. They see a problem and they go and
tackle it. They hear something from our customers about a challenge that they're having and they're
already pushing on what the solution for them is and not waiting for all the other things to happen that |
think traditional companies are stuck behind because they're like, "Oh, let's check with all these seven
different departments to try to get feedback on this." People just go and do it and solve the problem. And

I love that. It's so fun to be able to be a part of those situations.
AR ERIE:
BERFES EUER TR —R. ARNEMEEHERR. BEIRBAMERR, IFRIEF RGP, ti1BE27%

EEBRART, MARFFERALQBERM “H, ILFNEZREZEIFEBINZEL” BRIE. KRE
EEFRROE, RIEEENXMAE, SS5HFPEEEHE,

[00:34:35] Lenny
English:

That is so cool. | really like these two characteristics because | haven't heard this before. Those are the
two, maybe the two most important things you guys look for, high agency, high urgency. To give people a
clear sense of what these actually look like when you're hiring, you shared maybe this example of
customer service. Someone's hearing a bug and then going to fix it. Is there anything else that can
illustrate what that looks like, high agency? And then a similar question on urgency other than just move,
move, move, ship, ship, ship.

FROCERIR:

AEET . HRERXA ML, UK EXMiiE. BEEME. BREBRK. ATIURKEFTREEXER
FREGKRII AT AR, RRIAZETERRSOAF (RE BugmER). EEMFARGKN “SEEXME" BFlF



13? BIhRTF “BBRE , BT A, REKR” 25, EBHARKNRI?

[00:35:01] Logan Kilpatrick
English:

I think the assistants API that we released for dev day, we continue to get this feedback from developers
that people wanted these higher levels of abstraction on top of our existing APIs, and a bunch of folks on
the team just came together and were like, "Hey, let's put together what the plan would look like to build
something like this," And then very quickly came together and actually built the actual API that now
powers so many people's assistant applications that are out there. And | think that's a great example of it
wasn't this top down, oh, someone's sitting there being like, "Oh, let's do these five things," and then
like, "Okay, team, go and do that." It's like people really seeing these problems that are coming up and
knowing that they can come together as a team and solve these problems really quickly. And | think the
assistants API, and there's like 1,001 other examples of teams taking agency and doing this, but | think
that's a great one at the top of my head

AR ERIE:

BRI T HRINEFLAEARAS LLTH Assistants APl, EIT—BWREIFLZENRSG, HEEIE APl 2 LIRHE
BEANHR, AEN—BABRRE—RIR: 1B, BISE—MHRIFMEXENRA” AEMI1E
WITRN, BERNARETXNAP, MECHEETE LFZBFENA. XB—MEEFNFGF, ERRBLEMT
N—FRBEALEBREY “EMXAHE , ABEANERIT. MERAREE T HIMNE@, HEIREIALL
LHPAIRIRARR, Assistants API LB HIPARIE B E MR —MEERR], XMNGIFEERT LR

[00:35:55] Lenny
English:

That makes me want to ask. Just how does planning work at OpenAl? So in this example is just like, "Hey,
we think we need to build this. Let's just go and build it." | imagine there's still a roadmap and priorities
and goals and things that that team had. How does road mapping and prioritization and all of that
generally work to allow for something like that?

FROCERIR:

XiEFARE: OpenAl I TAER A BHITH? EMA MM FH, ARKEF “BRIIFEMXD, BMEM
e . ERBEMANZEZEREE. LALMBTN. (RINBLEGEMRILLAFZNAESIEN, 76
RIFXMBERITHNEE?

[00:36:14] Logan Kilpatrick
English:

| think this is one of the more challenging pieces at OpenAl. There's so many. Everyone wants everything
from us, and today, especially, in the world of ChatGPT and how large and well-used our API is, people
will just come to us and say, "Hey, we want all of these things." | think there's a bunch of core guiding
principles that we look at. One, going back to the mission, is this actually going to help us get to AGI? So
there's a huge focus on there's this potential shiny reward right in front of us, which is optimize user
engagement, or whatever it is. And is that really the thing? Maybe the answer is yes. Maybe that is what is
going to help us get to AGI sooner, but looking at it through that lens | think is always the first step of
deciding any of these problems.



AR ERIE:

FIANXZE OpenAl REREMENE D Z2—o BTAEBBMENXEREI—Y), LHRZE ChatGPT b E K.
API T2 fERIIS R AMNSMKRBADR: 0%, BAVEEFAEXLEINRE.” KB —RIIZOESER,
$—, D2k XETENEPTRIKRMAGI (BRALIERR) ? BARAAIEERSFEANEHE,
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[00:37:03] Logan Kilpatrick
English:

| think, on the developer side, there's also these core tenets of reliability like, "Hey, it would be awesome
if we had additional APIs that did all these cool things like new endpoints, new modalities, new
abstractions, but are we giving customers a robust and reliable experience on our API?" And that's often
the first question. And | think there have been times where we've fallen short on that, and there was a
bunch of other things that we've been thinking about doing and really bringing the focus and priority
back to that reliability piece because, at the end of the day, nobody cares if you have something great if

they can't use it robust and reliably.
R EIE:

TEA&RER, BINEEXFIREENZOAEN, than: “I8, NRFN]EEMEBHEEIZEBN API EAR
9%, BERIMNZEATFRERMHTRETRN AP FE? ” XBETEERNE. HIAAKENENEXHEMST%
%, BABRZSBMEIMNINE, ELTBERMMRLRNEIZIATENE L. RAARER, WR~mABIRERD
£, RAREFERZEK.

[00:37:37] Logan Kilpatrick
English:

So there's these core tenets. And | think, again, we have very, other than all the principles about how
we're making the decision, | think the actual planning process is pretty standard. We come together.
There's H1 Q1 goals. We all sprint on those. | think the real interesting thing is how stuff changes over
time. You think we're going to do these very high level things and new models, new modalities, whatever
it is. And then as time goes on, there's all of this turmoil and change, and it's interesting to have
mechanisms to be like, "Hey, how do we update our understanding of the world and our goals as
everything the ground changes underneath of us as is happening in the craziness of the Al space today?"

FRZERIE:

FRUAEXERZOEN, BRTRRRNSIS, SRR SR LETERN. HNNSRE—RE, fIELF¥FE (H1)
ME—ZE (Q1) WE, ARE2NHR, EEABNEEBENBEIZEMNSG . MERATIIM—ESA LN
MIRE, RS, ERENEHES, SHMEMEHNEN. FMSRITR Al s, NERERTAETELE
THREFHIN I HFRAIRREF B4R, XENGIFEEEE,

[00:38:22] Lenny
English:

It's interesting that it sounds a lot like most other companies. There's H1 planning. There's Q1 planning.
Are there metrics and goals like that that you guys have OKRs or anything like that? Or is it just, Here



we're going to launch these products?”
FEiE:

RE®, MERNMAZSHARNERSZ. BFXENL, BFEML. RI1E OKR ZERIEIRM BIRID? B2 N
2 “BNERHBXESm ?

[00:38:33] Logan Kilpatrick
English:

| think it's much higher level. | actually don't think OpenAl is a big OKR company. | don't think teams do
OKRs today and I don't have a good understanding of why that's the case, whether or not. | don't even
know if OKRs are still the industry. You're probably talking to a lot more folks about who are making those
decisions. So I'm curious. Is that something that you're seeing from folks? Is it still common for people to
do OKRs?

AR ERIE:

BUBHRNNWERERM. LR EFHAFINN OpenAl BE—REEMKH OKR IAE], HBIHXFIA, MERIEPAHR
EAM OKR, BRBAKBEREMGKRE, HEEFHIE OKR BEXEBITIATE, RATEEEANT B ZMURERAIA,
BEREE: MMAEERIINAKEEEIBER OKR13?

[00:38:55] Lenny
English:

Yeah, absolutely. Many companies use OKRs, love OKRs. Many companies hate OKRs. I'm not surprised
that OpenAl is not an OKR driven company. Along those lines, | don't know how much you can share
about all this stuff, but how do you measure success for things that you launch? | know there's this
ultimate goal, AGI. Is there some way to track we're getting closer? What else do you guys look at when
you launch, say DPT Store or assistants or anything that's like, "Cool, that was exactly what we're hoping
for." Is it just adoption?

FROCERIR:

M, BT, REAFEMEM OKR, ANRE, BRRIR, OpenAl R2—Z OKR EKHHAE], HHFREE!
b IREXMIER, HAMBIREZEES LD, BRITNEEHELHFmIMAT? ZAMELRERE AG, EF
RENEBERINESBEBET? HIR1&# GPT BIESBIFIhEeR, X7 “RAZX" (Adoption), fRilif
SEMAEREBA “XRERITEERN" ?

[00:39:20] Logan Kilpatrick
English:

Yeah, adoption is a great one. | think there's a bunch of metrics around revenue, number of developers
that are building on our platform, all those things. And a lot of these, and | don't want to dive... I'll let Sam
or someone else on our leadership team go more into details, but | think a lot of these are actual
abstractions towards something else. Even if revenue is a goal, it's like revenue is not actually the goal.
Revenue is a proxy for getting more compute, which is then actually what helps us get towards getting
more GPUs so that we can train better models and actually get to the goal. So there's all these
intermediate layers where even if we say something is the goal, and you hear that in a vacuum and you're
like, "Oh, well OpenAl just wants to make money," and it's like, "Well, really money is the mechanism to



get better models so that we can achieve our mission." And | think there's a bunch of interesting angles
like that as well.

AR ERIE:

RARXRZ—ITEBRE. WINEERA. FELNALXERES, BRFBRNAT, XBL Sam HEHMARE
A, ERUNARSEFELZEMBIRN R . BIERAZ—T B, StEARLIREF. WARIREX
BEEHNNIEENR, MENERERNRFES GPU, MMIIGEFIIRE, RAKNBR. FMUABRZHE
Bo MRMMBABEERIAZNENER, AIERNE “OpenAl R2EWE" , (BLFr LERRINEFIEE LTI
RS S

[00:40:12] Lenny
English:

| don't know if I've heard of a more ambitious vision for a company, to build artificial general intelligence.
| love that. | imagine many companies are like, "What's our version of that?" Before we leave this topic, is
there anything else that you've seen OpenAl do really well that allows it to move this fast and be this
successful? You talked about hiring people with higher agency and high urgency. Is there anything else
that's just like, "Oh wow, that's a really good way of operating?" | imagine part of it's just hiring incredibly
smart people. | think that's probably an unsaid thing, but yeah, anything else?

AR ERIE:

HEKILE “WEBAALER" ERAARNATARRT. RERXT. HERZSQAFMER:  “FK{IHY AGI
AR A? 7 EERXMNERR, FTHEBESEEMNSEERHA, MEEE OpenAl LS S
AEF, MTMEERSX AR, XAMIN? IRT “BAKRHEERHAN" XMFASMRmBELI, EBHFAILRRER
‘B, XMEEARER B5?

[00:40:45] Logan Kilpatrick
English:

| think there's a non-trivial benefit to using Slack, and | think maybe that's controversial and maybe some
people don't like Slack, but OpenAl has such a slack heavy culture and it really... The instantaneous real
time communication on Slack is so crucial. And | just love being able to tag in different people from
different teams and get everybody coalesced. So everybody is always on Slack, so even if you're remote
or you're on a different team or in a different office, so much of the company culture is ingrained in Slack,
and it allows us to really quickly coordinate where it's actually faster to send someone a Slack message
sometimes than it would be to walk over to their desk because they're on Slack and they're going to be

using it.
R EIE:

FOIANFER Slack TR T REIBALRIEF L. XATREE SR, BLEARER Slack, 1B OpenAl BEIERER
Slack X1ko Slack ERYENRISEETABEEREE., HIFESWEBMHIIIN (tag) TRBEIABAHILAREE
£—it. BPABHZIEL, TRMEBZEDAERERENAE, ABXUERFERT Slack, XitF(1aE
RENIRE, BIHERS Slack BRLLEFNARFEER, AAARREBEARE,

[00:41:27] Logan Kilpatrick

English:



| saw, if you saw, the recent Sam and Bill Gates interview, but Sam was talking about how Slack is his
number one most used app on his phone and, "l don't even look at the time thing on my phone anymore
because | don't want to know how long I'm using Slack," but I'm sure the Salesforce people are looking at
the numbers and they're like, "This is exactly what we wanted."

FRCERIR:

MRIRE T BRiE Sam FLL/R « E%BIH%, Sam 2% Slack 2t FH LERIRERRZ S App. MiRfbEER
BEFNLINRECSHANET, RAMFREEESSTE Slack L1£ 7 %V, FHESE Salesforce (Slack B9
BATE) WARIXEHIE—ESRE:. “XEERHINEEN.”

[00:41:46] Lenny

English:

I also love Slack. I'm a big promoter Slack. | think there's a lot of Slack hate, but such a good product. I've
tried so many alternatives and nothing compares. | think what's interesting about Slack for you guys is

one of the... You don't know if someone in there is just an AGI, that is not actually a person that's just
there working at the company.

FROCERIR:

FHBERK Slack, RRCHELRAR. BABRZANRE, BERIZRTEm. HAIRZEAR, &—1
REFTEY. XIR(IKM, Slack XBEBH—KRAER: MRAFHENEENRERMIABFRELRE—1AGI, mMA
BHIEMRT,

[00:42:01] Logan Kilpatrick
English:

| know there are real people. There is no AGls yet. But | think, yeah, even Slack is building a bunch of
really cool Al tools, which I'm excited to... And that's why there's so much cool Al progress. And at the end
of the day, it's so exciting, from being a consumer of all these new Al products. Google's a great example.
I'm so happy that Google is doing really cool Al stuff because I'm a Google Docs customer and | love using
Google Docs. | like a bunch of their other products, and it's awesome that people are building such useful
things around these models.

AR ERIE:

BRAEEEEHEEAN, BrRILEE AGl, AT Slack LEMRRZEEIXR Al TR, XmE Nt AIER AlHERE
LS AHE, (FAXER Al FmiVERE, HBEHFO. Google M NMFHIF, KRS Google FEMIRES
9 Al ThEE, ENFZE Google Docs WBSEAF . BEIANESRXLERUMZNMERNARA, HERRE,

[00:42:33] Lenny
English:

How big is the OpenAl team at this point, whatever you can share? Just to give people a sense of the
scale.

AR ERIE:

OpenAl IEFIAMIER ZK? ERIUDZBVCEERN, ARAR—TIIER,



[00:42:38] Logan Kilpatrick
English:

Yeah, | think the last public number was something around like 750 near the end of last year, 780 or
something like that near the end of last year. And we're still growing so quickly, so | won't be the
messenger to share the specific updated numbers, but the team is growing like crazy and we're also
hiring across all of our engineering teams and PM teams, so folks who are interested, would love to hear
from folks who are curious about joining.

AR ERIE:

EFFRAFIEBIBALRE 750 5 780 AL, HKMNMAEKAGKSIERER, FIURFSLEEENERL
¥, BRMBASEERIEY ik B IFMEBITIZR AN PM HIRAERERR A, BSGEAIAAAIIDEX R,

[00:43:03] Lenny
English:

Maybe one last question here. So you're growing, maybe getting to 1,000 people, clearly still very
innovative and moving incredibly fast. Is there anything you've seen about what OpenAl does well to
enable innovation and not slow down new big ideas?

AR ERIE:

XFXMEFNRE—NREE, (RITEFEMK, FJaeRE 1000 AT, BEAKARACFNEREIRA. RE
BB &I OpenAl TE{E#8IHT. FILFTRZZIE A EA T AMIR?

[00:43:19] Logan Kilpatrick
English:

Yeah, there's a couple of things, one of which is the actual research team, who seed most of the
innovation that happens at OpenAl, is intentionally small. Most of the growth that OpenAl has seen is
around our customer facing roles, our engineering roles to provide the infrastructure for ChatGPT and
things like that. The research team is, again, intentionally kept small and there's all of this talk. And it's
really interesting. | just saw this thread from one of our research folks who was talking about how in a
world where you're constrained by the amount of GPU capacity that you have as a researcher, which is
the case for open Al researchers, but also researchers everywhere else, each new researcher that you add
is actually a net productivity loss for the research group unless that person is up-leveling everyone else in
such a profound way that it increases the efficiency.

AR ERIE:

BN B, 1A OpenAl SIFTERBIFAREPA (Research Team) #ZIEFRIFER/NBIFIE, OpenAl 89K
AEKEPEEREFNAER, MR ChatGPT REEMIGHNTIZAE, HREIAMIRE), XRE®E,
EMER—IRRABLNNEF, HE GPUBNZRMBERT (XX OpenAl IEMM SR RE ), &
WIN—2FARR, RELENAR/NAE=HIREREK, BRIEBN ABELURERZN A IEAEMATE AR
ME,

[00:44:12] Logan Kilpatrick

English:



If you just add somebody who's going to go and tackle some completely different research direction, you
now have to share your GPUs with that person and everyone else is now slower on their experiments. So
it's a really interesting trade-off that research folks have that | don't think product folks... If | add another
engineer to our APl team or to some of the ChatGPT teams, you can actually write more code and do
more. And that's actually a net beneficial improvement for everybody. And that's always not the case in
the case of researchers, which is interesting, in A GPU constrained world, which hopefully we won't
always bein.

AR ERIE:

NRRRABEMN—NERRTEARRLRABAN, REAHIH GPU LA, SHEMANLREIE, XZ2H
RASHEIGE— N EEEEEINE, M~ mERAR & API H1BAZE ChatGPT HIPAIGIN—& Tig
m, tiEEESNE, HESE, INARBE 2N, B GPU ZRIURE, HAREMNBERHIESZ
goitk. BERNFRKIERTFEAZREPRZS.

[00:44:46] Lenny
English:

| want to zoom out a bit and then there's going to be a couple follow-up questions here. Where are things
heading with OpenAl? What's in the near future of what people should expect from the tools that you

guys are going to have in launch?
R EIE:
BB MABMA—Ro OpenAl BIRKERIMA? ERARRER, AMTATLUHEIRHRIZ B AENTIA?

[00:44:58] Logan Kilpatrick
English:

Yeah, new modalities. | think ChatGPT continuing to push all of the different experiences that are going to
be possible. Today, ChatGPT is really just text in, text out or, | guess three months ago, it was just text in,
text out. We started to change that with now you can do the voice mode and now you can generate
images and now you can take pictures. So | think continuing to expand the way in which you interface
with Al through ChatGPT is coming.

AR ERIE:

EHY, RS, IS ChatGPT SUEUERNRMATEERYIATL, =T AR, ChatGPT BEA EXR “NX#&s#, X
H” o HMNELFHEREX—R, WERTIESFEN. BERERMBRIEE, RREUESY BIMET ChatGPT
5ARZENHH.

[00:45:24] Logan Kilpatrick
English:

| think GPTs is our first step towards the agent future. Again, today when you use A GPT, it's really you
send a message, you get an answer back almost right away, and that's kind of the end of your interaction.
| think as GPTs continue to get more robust, you'll actually be able to say, "Hey, go and do this thing and
just let me know when you're done. | don't need the answer right now. | want you to really spend time
and be thoughtful about this."

FROCERIR:



AN GPTs BHfiBM “EeElR” (Agent) RRHNFE—F. BRIIRER GPTH, BERAFHES, JLFIIZ
RERE, XEMLERT. FEE GPTs BIFERA, RREFREBRN: TR, ZAEXHE, M7 HFK. HLFE
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[00:45:48] Logan Kilpatrick
English:

And again, if you think back to all these human analogies, that's what we do as humans. | don't expect
somebody, when | ask them to do something meaningful for me, to do it right away and give me the
answer back right away. So | think pushing more towards those experiences is what is going to unlock so

much more value for people.
FRCERIE:

EEALBELL, XMEBRINAEMENSN. GRBFEANEM—HERXNEN, RAEEMILZIMET
FUFEATREE R FONNHERZMATRE A ANERE AR E.

[00:46:06] Logan Kilpatrick
English:

And | think the last thing is GPTs as this mechanism to get the next few hundred million people into
ChatGPT and into Al. So | think if you've had conversations with people who aren't close to the Al space,
oftentimes you talk about, even if they've heard of ChatGPT... A lot of people haven't heard of ChatGPT,
but if they have, they show up in ChatGPT and they're like, "I don't really know what I'm supposed to do
with this blank slate. | can kind of do anything. It's not super clear how this solves my specific problem."

FRCERIR:
RE—RZ, GPTs @5 TJUZA#N ChatGPT 1 Al tE R AIHE, MRIRFABLARZE Al FIATIR, BDfEf

{10F%id ChatGPT (IRZAELEITE), 13T ChatGPT BEI—IMTHAENEAE: “BiZBAXI=H
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[00:46:35] Logan Kilpatrick
English:

But | think the cool thing about GPTs is you can package down like, "Here's this one very specific problem
that Al can solve for you and do it really well," and | can share that experience with you and now you can
go and try that GPT, have it actually solve the problem and be like, "Wow, it did this thing for me. | should
probably spend the time to investigate these five other problems that | have to see if Al can also be a
solution to those." So | think so many more people are going to come online and start using these tools
because very narrow vertical tools are what's going to be a huge unlock for them.

AR ERIE:
B GPTs MBEIZZ METF, fRATLUIEBEHER: “XE2— Al e ARRNIER BFRE, mAMERIE.”
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[00:47:07] Lenny
English:

So in that last case, a classic horizontal product problem where it does so many things and people don't
know what exactly it should do for them. So that makes a ton of sense. Just being a lot more template
oriented, use case specific, helping people onboard makes tons of sense. Acommon problem for so many
Saa$S products out there. The other ones you mentioned, which was really interesting, basically more
interfaces to more easily interact with OpenAl voice. You mentioned audio and things like that. That
makes tons of sense. And then this agents piece where the idea is, instead of just it's a chat, it's like, "Hey,
go do this thing for me."

FRCERIR:

FRUAREBNMIFR— M EHMER~ miEE—IEXE, BRATMEERNBCSHMtA. XIFEFEE,
TISEAERK. SXEEBL. BBAALEF, XE SaaS=mHPRER. MRINEMatbREE, LiNE
ZH5FTRXENFE (BE. 8MF), Uk “Gl” o —FABNIXERX, M2 R, ZERIEXED
T

[00:47:42] Lenny
English:

Kind of along those lines, GPT-5, we touched on this a bit. There's a lot of speculation about the much
better version. People just have these wild expectations, | think, for where GPT is going. GPT-5 is going to
solve all the world's problems. | know you're not going to tell me when it's launching and what it's going
to do, but | heard from a friend that there's kind of this tip that when you're building products today, you
should build towards a GPT-5 future, not based on limitations of GPT-4 today. So to help people do that,
what should people think about that might be better in a world of GPT-5? Is it just faster? It's just smarter?
Is there anything else that might be like, "Oh wow, | should really rethink how I'm approaching my
product?”

FRCERIR:

& XA BE, BIE) GPT-5, AXMEXNEBRAKRABRSEN, EEFEWRIEEAT, BT GPT-5 8EME
AR EFAERE, FANBRASSFRAMNESNAKIIGE, BRFARKRE—TEN: REHE~ @,
RZiZE R GPT-5 BIRE, MASETEHA GPT-4 WERME. N THMARMBEIX—=, RINATE GPT-5 AR
8, BEFESEFEF? ARER. ERAL? EEFAZILEANKER I, RENZERRERN~RS

%T” ?

[00:48:22] Logan Kilpatrick
English:

If folks have looked through the GPT-4 technical report that we released back in March when GPT-4 came
out, GPT-4 was the first model that we trained where we could reliably predict the capabilities of that
model beforehand based on the amount of computes that we were going to put into it. We did a scientific
study to show like, "Hey, this is what we predicted and here is what the actual outcome was." So it'll be,
one | think, just as somebody who's interested in technology, but interesting to see does that continue to
hold for GPT-5, and hopefully we'll some of that information whenever that model comes out.

FRCERIR:



IRAREBARKAETF 3 BRHH GPT-4 ARS, RE&I GPT-4 BRI E— NI LIRIBIR NE 12
AR SEFUNHRERVREL, (VM T - FARKER: TR, XZFHRNOTN, XBEFER” EA—D
MIARMBEIA, BREEEXMIUNVEESITE GPT-5 LREWRAMIL, FERLGNEIIENZHEXE
Bo

[00:48:56] Logan Kilpatrick
English:

| also think you can probably draw a few observations. One of them, which is GPT-4 came out. The
consensus from the world is, "Everything is different. All of a sudden everything is different. This changes
the world. This changes everything." And then slowly but surely, we come back to reality of like, "This is a
really effective tool and it's going to help solve my problems more effectively."

FRCERIR:
Rt Ay LIRERE—

LMK, LLil GPT-4 ZEY, £HFRAEIRE: “—UI#E T, HREKENRET.” BEE, K
KIBEOEFME, BiRE: "XB—NEEEMNIR, crAERESIMFARR,”

[00:49:21] Logan Kilpatrick
English:

And | think that is the, undoubtedly, the lens in which people should look at all of these model
advancements, like GPT-5 is surely going to be extremely useful and solve some whole new echelon of
problems. Hopefully it'll be faster. Hopefully It'll be better in all these ways, but fundamentally, the same
problems that exists in the world are still going to be the same problems. You now just have a better tool
to solve those problems.

FROCERIR:

BANAIR ZEE X MM AREFAENREHES, GPT-5 EESEEER, RBRLTEANEE. EF
REREIR. B4, EMRAELR, R EEFERNREEKAZHRERD, RZMENEET —IMEFNITAEAR
Efl

[00:49:44] Logan Kilpatrick
English:

And | think going back to vertical use cases, | think people who are solving very specific use cases are just
now going to be able to do that much more effectively. | don't think that's going to... People have these
unrealistic expectations that GPT-5 is going to be doing back flips in the background in my bedroom while
it also writes all my code for me and talks on the phone with my mom or something like that.

(00:50:06):

I'm like, "That's not the case." It's just going to be this very effective tool, very similar to GPT-4, and it's
also going to be become very normal very quickly. And | think that is actually a really interesting piece. If
you can plan for the world where people become very used to these tools very quickly, | actually think
that's an edge, and assuming that this thing is going to absolutely change everything, and in many ways |
think it's actually a downside, is the wrong mental framing to have of these tools as they come out.

FRCERIR:



OREEAF, TETRETENIARBREGRMARIE. TR AMIBERTLRFHNLE, RS
GPT-5 RTEENEEHIRK, FNHEHE D, EaeRILD @A,

ELHIEMLL, ERR—INEEERNIE, XMUTF GPT-4, MEERRRERT “BEN” . MRIRETLE
AMIsREIBXETAFNIEES, BAB—HRNE. NRRIFESLXNMATE ), FRSFERMA
RER— MRS, XHIFEFMIAERMIERBEES.

[00:50:39] Lenny
English:

Kind of along these lines, you guys are investing a lot into B2B offerings. | think half the revenue, last |
heard, was B2B and then half is B2C. | don't know if that's true, but that's something | heard. What is it
that you get if you work with opening Al as a company, as a business? What does it unlock? Is it just called
OpenAl Enterprise? What's it called and what do you get as a part of that?

FRCERIR:

& X MER, fRI17E B2B k55 ERANT RS, HIFRIRIIBIMA—+KE B2B, —+XKH B2C, fFA—RAQ
5], MRS OpenAl 51, BEIRIGTA? EREMEBITATIEE? 2P OpenAl (RILRRIS? AAGEMHA?

[00:51:01] Logan Kilpatrick
English:

Yeah, so | think a lot of our B2B customers are using the API to build stuff. So | think that's one angle of it. |
think if you're a ChatGPT B2B customer, we sell Teams, which is the ability to get multiple subscriptions
of ChatGPT packaged together. We also have an enterprise version of ChatGPT. There's a bunch of
enterprise-y things that enterprise companies want, around SSO and stuff like that, related to ChatGPT
Enterprise.

FROCERIR:

M, R%Z B2B B/ API RIWE~ M. XREHP—MHEE, MRIRZ ChatGPT B B2B &/, IR HE
FARR (Teams), RILUGZMTHITE. HATEBERIWAR (Enterprise), BEARTFEM SSO (RRER)
F Il ERINRE,

[00:51:25] Logan Kilpatrick
English:

I think the coolest thing is actually being able to share some of these prompt templates and GPTs
internally. So again, you can make custom things that work really well for your company with all of the
information that's relevant to solving problems at your company and share those internally. And to me,
that's like you want to be able to collaborate with your teammates on the cool things you create using Al.
So that's a huge unlock for companies. | think that those are the two biggest value adds. There's higher
limits and stuff like that on some of those models, but | think being able to share your very domain
specific applications is the most useful thing.

FRCERIR:

BIANREENIHEE R I UTERNBHZR TR GPTs, (RAILURIEABMSEESMEER TR, HERE
HE, EBSEEMEERRA A QIENEEZTIA, XMABKRRE—TERNEA. FRTESHEARE,
RAPHZ U E N B RIEE N 2B Bl



[00:52:00] Lenny
English:

| think if you're a company listening and you think a lot of employees are using ChatGPT, basically the
simplest thing you could do is just roll it up into a business account with single sign-on and that probably
saves you money and makes it easier to coordinate and administer.

AR ERIE:

MRMB—RATNEEE, KMRZRATEAEMA ChatGPT, REENMIZIMZEMITESHE— N SSO B
KPP, XAIEREH, WEAENAMEE,

[00:52:14] Logan Kilpatrick
English:

Yeah, there's also a bunch of security stuff too, like if you want to control. You don't want people to use
certain GPTs from the GPT store because you're worried about security or privacy and stuff like that. You
don't want your private data going in places. It makes a lot of sense to sign up for that so that you have a

little bit more control over what's happening.
AR ERIE:

BN, TEREFENZRER, LLINfREIERIEE 5 TAER GPT BIEErELE GPT, HAE L 2R
B, AREMDEHIERAIMNG SEMEAMKF BB X EERE E ZHEHIN

[00:52:29] Lenny
English:

Okay, got it. There's a launch happening tomorrow, | think, after we're recording this. Can you talk about
what is new, what's coming out? | think this is going to come out a couple weeks after recording, but just
what should people know that's new that's coming out from OpenAl tomorrow in our world?

AR ERIE:

AT, REERNREEHNBRRIE 1AM, FENNEHAMAALR? EAXPRESERS/LARA
5, BARNIZTH#AX (BXFREME) OpenAl R&HHANG?

[00:52:45] Logan Kilpatrick
English:

Yeah, updated, so there's a few different things. A couple of quick ones are updated GPT-4 Turbo model,
updated the preview model that we released that dev day. There's an updated version of that. It fixes this,
if folks have seen online people talking about this sort of laziness phenomenon in the model. We improve
on that and it fixes a lot of the cases where that was the case. So hopefully the model will be a little bit
less lazy. The big thing is the third generation embeddings model. So we were talking off-camera before
recording about all of the cool use cases for embedding. So if folks have used embeddings before, it's
essentially the technology that powers many of these question and answering with your own
documentation or your own corpus of knowledge. And like you were saying, you actually have a website

where people can ask questions about recordings of the podcast.



AR ERIE:

B, BILEHRARA, BEXBENT GPT-4 Turbo &REY, MR BHNTEHLE KRS ERMAITNEIRIEE RIS
e EfETAREMLINIEH “HRETRH" BRI, FHIMLHTToR#H, BETABDTMAINER. PR
HFERBITRHEHNR—S. BEXAREE=AEHAN (Embeddings) &, REFIHRINTEWME T HRNEAREEX
RAfl. MRMAZTIRAN, EEXLEF “BFEEXEIIREHTAE Nz, MEMRRERR, R
BTG A] UL 3B R RS 1R,

[00:53:34] Lenny

English:

Lennybot.com. Check it out.
FRCEIE:

Lennybot.com, ARAIUEEE.

[00:53:35] Logan Kilpatrick
English:

Yeah, lennybot.com. And my assumption was that lennybot.com is actually powered by embedding. So
you take all of the corpus of knowledge. You take all the recordings, your blog post. You embed them, and
then when people ask questions, you can actually go in and see the similarity between the question and
the corpus of knowledge and then provide an answer to somebody's question and reference an empirical
fact, something that's true from your knowledge base. And this is super useful and people are doing a ton
of this. It's like trying to ground these models in reality, in what they know to be true. We know all the
things from your podcast to be at least something that you've said before and to be true in that sense,
and we can bring them into the answer that the model is actually generating in response to a question.
So that'll be super cool.

FROCERIR:

Y, lennybot.com. HIBEMBHBMARAREEHN, REFABNMIRE. RE. BEXEHT ‘BN (B
1), SAMRERN, RASERRBSHIREZERAME, ARREMAIIREPHNELREHESR, XIFE
BA, REABEXAM. ZIMEZILEE SEH” (Grounding), ILEETFEMMELRIE. HITFEIRE
FENRNBZRFEOWRDN, BREEHFEN, BRITTMIEXRERSSINEREFNEZES, XIFEE,

[00:54:20] Logan Kilpatrick
English:

And these new V3 embeddings models, again, state-of-the-art performance, the cool thing is actually the
non-English performance has increased super significantly. | think historically, people really were only
using embeddings for... It only worked really well for English, and | think now you can use it across so
many new languages because it's just so much more performant across those languages and it's five
times cheaper as well, which is wonderful. There's no better feeling than making things cheaper for
people. I love it. | think now it's like you can embed, I'm pretty sure, it was like 62,000 pages of text for $1,
which is very, very cheap. So lots of really cool things that you can do with embeddings and exciting to
see people invent more stuff.

AR ERIE:



XEEHTHY V3 IRNIRE AATIRMEE, RENEIFERERETEZRA. UAAREBRERIEFRERR
N, BEEAESMES LRI, MENMRERT 518, REAAILFREEEELAFONT.
WTE 1 RTTRLATLAERA 62,000 TIXA, FEEH. MARABREBEZNIUE, PFEIIAKBENH.

[00:55:07] Lenny
English:

What a deal. Final question before we get to a very exciting lightning round. Say you're a product
manager at a big company, or even a founder, what do you think are the biggest opportunities for them to
leverage the tech that you guys are building, GPT-4, all the other APIs? How should people be thinking
about, "Here's how we should really think about leveraging this power in our existing product,” or new
product, whichever direction you want to go.

FRCERIR:

BXE. EHNAMAOHABRRAZZE, RE—NHE: MRMBARTDNTmEIE, HERLBA, R
INIFBIRIITERRAR (GPT-4 REM API) NERANZEWE? AMIZMAEE “EIEmIHEHh~mE
FRAXMAOE" ?

[00:55:34] Logan Kilpatrick
English:

Yeah, | think going back to this theme of new experiences is really exciting to me. | think consumers are
just going to be... You are going to have an edge on other people if you're providing Al that's not
accessible in a Chatbot. People are using a ton of chat and it's a really valuable service area. It's clearly
valuable because people are using it. But | think products that move beyond this chat interface really are
going to have such an advantage. And also, thinking about how to take your use case to the next level.
I've tried a ton of chat examples that are very, very basic and providing a little bit of value to me, but I'm

like, "Really this should go much further and actually build your core experience from the ground up."
FZERiE:

G2 “FAR” XPNER, XILFHIFEME. MRIMEHDN Al FEANXE—TWRNSEA, MRIBEERS
. BRANXKAERENEERAFRRZS, BBHNXAEN~@ERBEERNE. i, BREMEDEIREY
BARAZFSE. RAIRSIFZEMOIMKABA, BAERA, BERETRNEEH—F, MLFBEEZ
DAL,

[00:56:20] Logan Kilpatrick
English:

I've used this product that allows you to essentially manage or view the conversations that are happening
online around certain topics and stuff like that. So | can go and look online. What are people saying about
GPT-4? And what | just said out loud, "What are people saying about GPT-4," is the actual question that |
have. And in a normal product experience today, | have to go into a bunch of dashboards and change a
bunch of filters and stuff like that. And what | really want is just ask my question. What are people doing?
What are people saying about GPT-4? Get an answer to that question in a very data grounded way.

AR ERIE:



BAZT—1 7 m, EFUMILREEN EXTFELEERRINIE, FBRNE “A1% GPT-4 WIEMEHA? 7 E%
Srrmp, REEHIMERE. AEMIIER. EREERENZERNEX NN, FEE— 1T EFHE
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[00:56:55] Logan Kilpatrick
English:

And I've seen people solve part of this problem where, oh, they'll be like, "Oh, well here's a few examples
of what people are saying and, well, that's not really what | want. | want this summary of what's
happening." And | think it just takes a little bit more engineering effort to make that happen. But | think
it's like that is the magical unlock of like, "Wow, this is an incredible product that I'm going to continue to
use," instead of like, "Yeah, this is kind of useful, but | really want more."

FRCERIR:
B —EANBRT BB, LLMFIHNF, EXFRERREEN, REENENIRKHNEE, XR
FEZ—RRIERAMESI. XMEARMILAGN &, XB—IMHEZ—BERATEN®EGE R 5 B,

BRA, BREBEES” ZEKH,

[00:57:21] Lenny
English:

Awesome. I'll give a shout-out to a product. I'm not an investor, but | know the founder, called
visualelectric.com, which | think is doing exactly this. It's basically a tool specifically built for creatives, |
think specifically graphic design, to help them create imagery. So there's like Dali, obviously, but this
takes it to a whole new level where it's kind of this canvas, infinite canvas, that you could just generate
images, edit, tweak them, and continue to rate until you have the thing that you need. Visualelectric.com.

AR ERIE:

KiET, HEBHE—NT=m, HARBKRAAN, BFHINDEIEAA, I visualelectric.como. FIFEMAIERIRIR
B, ER—NEACEAL (ERRTFmE&T) INEMTE, ZEEMi1eIER®%G. RFAE DALL-E, BERBHIE
AET—MEE—ER— 1" ELREM, MUUELEERER. HiE. HE, BEREEREENERA,

[00:57:48] Logan Kilpatrick

English:

I'm going to try that out. Is it similar to Canva?
R EE:

F=Eidid. ©# Canva Z{AM5?

[00:57:50] Lenny
English:

It's even more niche, | think, for more sophisticated graphic design, | think, is the use case. But I'm not a
designer, so I'm not the target customer. But | will say my wife is a graphic designer. She had never used
Al tools. | showed her this and she got hooked on it. She paid for it without even telling me that she was



going to become a paid customer, and she created imagery of our dog and all this art. And now it's like on
our TV. The art she created is now sitting... It's like we have a frame TV, and that's the image on our TV. So
anyway...

FhSCERIE:

RREREENR—LE, HMHNRESLANTEHIZIT. HAZRITIN, FEREFER, BREFEFEILITT.
IARI MR Al TR, RAMETXNEMMERT . tEELHFREEMITH T MARIMNBEIET
EGEMEMZERR. MARLERMAERNVBAL FBEIZ Frame TV EEERER) .

[00:58:21] Logan Kilpatrick
English:

| love that. What was it called again?
FRCEIE:

KiET, MAtARFRE?

[00:58:23] Lenny
English:

Visualelectric.com. Anyway, anything else you wanted to touch on or share before we get to a very
exciting lightning round?

FRCERIR:

Visualelectric.com, B2, EHNABERZH], FEHALESENDG?

[00:58:31] Logan Kilpatrick
English:

I've made this statement a few times online and other places, but for people who have cool ideas that
they should build with Al, this is the moment. There are so many cool things that need to be built for the
world using Al. And again, if | or other folks on the team at OpenAl can be helpful in getting you over the
hump of starting that journey of building something really cool, please reach out. The world needs more
cool solutions using these tools, and would love to hear about the awesome stuff that people are
building.

FROCENIR:

BEM EHITUR: NRIFEEA Al RIREARE, MEMERRIFNET. R EBRSEXNAATES A
K2, IR OpenAl RIFREFBIRABXERIRIZ, BHINEKR, HRFEESETXET ANEIZFER
BFE, HRAGRIAKEETHENARA,

[00:59:01] Lenny
English:

I would've asked you this at the end, but how would people reach out? What's the best way to actually do
that?



FRSCERIE:
BAFBREEN, EAMDZNABRAR? RIFNAREFA?

[00:59:06] Logan Kilpatrick
English:

Twitter, LinkedIn. My email should be findable somewhere. | don't want to say it and then get slammed
with a bunch of email. You should be able to sign my email, if you need it, online somewhere. But yeah,
Twitter and LinkedIn is usually the easiest place.

FROCENIR:

Y (Twitter) . 43R (LinkedIn). FXBYHBFEFEM _ENIZAEIEE], ERAFAVEREXER, BREFER. #
NIRRT/ BB TS,

[00:59:18] Lenny

English:

And how do they find you on Twitter?
R EiE:

T LB ARIR?

[00:59:21] Logan Kilpatrick

English:

It's just Logan Kilpatrick, or | think my name shows up as Logan.GPT or-
R EE:

B Logan Kilpatrick, &K EREAIEER Logan.GPT,

[00:59:21] Lenny
English:

Logan.GPT?
FRsCERF:

Logan.GPT?

[00:59:26] Logan Kilpatrick
English:

Or official Logan K.

R EE:

¢ #& & official Logan Ko



[00:59:28] Lenny
English:

Yeah. Awesome. And we'll link into it in the show notes. Amazing. Well Logan, with that, we've reached a
very exciting lightning round. Are you ready?

FRSCERIE:
YR, KHET. RITSIDEHERETENEE, B4 Logan, HITHNEEIAOKIRNBLRE, HE&FTIE?

[00:59:34] Logan Kilpatrick
English:

I'm ready.

FRCERIR:

HEEE T,

[00:59:35] Lenny

English:

First question, what are two or three books that you've recommended most to other people?
R EE:

B RANABERSHR=ABEMA?

[00:59:39] Logan Kilpatrick
English:

| think the first one is one that | read a long time ago and came back to recently, is the One Room
Schoolhouse by Sal Khan. Incredible. Yeah, | don't want... It's the lightning round so | won't say too much,
but incredible story and Al is what is going to enable Sal Khan's vision of a teacher per student to actually
happen. So I'm really excited about that. And the other one is, that | always come back to, is Why We
Sleep. Sleep science are so cool. If you don't care about your sleep, it's one of the biggest up-levels that
you can do for yourself.

AR ERIE:

BARHRAURRIE., RIAXEREY, #/R -8 - 7F (SalKhan) By (=1 EEBFER) (The One
World Schoolhouse). FE EF. BRARNBREMAZIRT, EXNIAERE, AIRLFER - 2 - 7T “&
PNMEER—REN HNESRAANE. F—FHELERANZE (FHNATLEETE) (Why We Sleep) . BERRF}
FARET, XRIERRRABRRERNSNZ—

[01:00:14] Lenny
English:

What is a favorite recent movie or TV show that you really enjoyed?



FRSCERIE:
RIT{RIEEEMMEE SR EBEMRIZTA?

[01:00:18] Logan Kilpatrick
English:

I'm a sucker for a good inspirational human story. So | watched, with my family recently over the
holidays, this Gran Turismo movie, and it's a story about someone who, a kid from London, who grew up
doing SIM racing, which is a virtual race car, and did this competition, ended up becoming a real
professional race car driver through some competition. And it's just really cool to see someone go from
driving a virtual car to driving a real car and competing in the 24-hour Le Mans and all that stuff.

AR ERIE:

BENENMEHALRE, ERBAEMNRAET (GTHEZE: EREM) (Gran Turismo) . HHZ—ME
BN, WINGTENRE, RREJEFERARENRUFEEF, ESM7THT 24 /NI HTE. BEIBEAMF
ENRETRAERE, BNRE.

[01:00:50] Lenny
English:

| used to play that game and it was a lot of fun, but | don't think | have any clue how to drive a real car,
race car. So that's inspiring. Do you have a favorite interview question that you'd like to ask candidates
that you're interviewing?

AR ERIE:

HUARB Y, REE, ERT2FAMEEAFRENTEE, XHLRHS. MEIREEARRERE
BRI T A?

[01:01:03] Logan Kilpatrick
English:

Yeah, I'm always curious to hear what people's... The thing that they so strongly believe that people
disagree with them on.

FRSCERIF:
RE2REE: “REMERERE. BEAZSHAHATARNMS? 7

[01:01:12] Lenny

English:

What do you look for in an answer that seems like, Wow, that's a really good signal?"
FRERIE:

FAFNEIZRILARE 1, XR—MIFEERIES” ?



[01:01:17] Logan Kilpatrick
English:

Oftentimes, it's just an entertaining question to ask in some sense, but it's also... It's interesting to see
what somebody's deeply held strong belief is, | think. And not to judge whether or not | believe in that,
but just curious to see why people feel that way.

FROCERIR:

BEXRAZ—TMMREBNRE, BRI TAREFRNAAREGER. RFEEFIMRIESIAR, RBHH
tfIAt ASBIRMED

[01:01:35] Lenny

English:

What is a favorite product that you've recently discovered that you really like?
R EE:

RERIEZMHIFEERNE N TmETA?

[01:01:38] Logan Kilpatrick
English:

On the narrative of sleep, | have this really nice sleep mask from this company called... Not being paid. |
just say this, but it's called Manta Sleep or something like that. It's a weighted sleep mask and it feels
incredible when I... I don't know. Maybe | just have a heavy head or something like that, but it feels good
to wear a weighted sleep mask at night. I really appreciate it.

FhSCERIE:

WEIEER, RET—NERTANIRE, AW Manta Sleep, XAEI &, ER—TNEBRE, BERNIF
EBiE. AIRERICKLLRER, K EHEXWEEERMNRERTTREFR.

[01:02:01] Lenny
English:

| have a competing sleep mask that I highly recommend. I'm trying to find it. I've emailed people about it
a couple of times in my newsletter for gift guides.

FRSCERIF:
BE— I RZUMENIRE, Fiik, BEFEENNILREREERFIER,

[01:02:09] Logan Kilpatrick
English:
Yeah.

FRCERIR:



YR,

[01:02:09] Lenny

English:

Okay. My favorite is called the Waoaw Sleep Mask, W-A-O-A-
R EE:

REEWHE Waoaw BBE, W-A-O-A-

[01:02:15] Logan Kilpatrick
English:

What do you like about it?
HRCERIE:

REREWP—R?

[01:02:16] Lenny

English:

W-A-O-A-W. I'll link to it in the show notes. It makes a lot of room. It's very large and there's space for your

eyes, so your eyelashes and whatever eyes aren't pressed on, and it just fits really nicely around the head.

And my wife, we both wear eye masks at night. It just, speaking of sleep, really helps us sleep. [inaudible

01:02:37] It doesn't have the weight-ness piece, so it might be worth trying, but everyone I've

recommended this to is like, "That changed my life. Thank you for helping me sleep better." And so we'll

link to [inaudible 01:02:51].

AR ERIE:

W-A-O-A-W, HSBH#EZER EE, ENZERK, FoEERBEMEE, MEIFBEWLEKEL. HMNEFEEER
MRS, XENRENTER. ©REMEINE, BEEF—H. SMRBEFHASR "XABTHHOE

& o

[01:02:17] Logan Kilpatrick
English:

Look at that.

FREiE:

HER %,

[01:02:50] Lenny

English:

Look at us. So adult. Two more questions. Do you have a favorite life motto that you often come back to

share with friends or family, either in work or in life?



FRZERIE:

BERN], DEEMHA. RERITRE. MEKETAXENIZEPRIXANELH, TIEBLIFERER
hRy?

[01:02:58] Logan Kilpatrick
English:

Yeah, I've got it. It's on a Post-It note that I... Right behind my camera and it's "Measure in hundreds." |
love this idea of measuring things in hundreds, and it's for folks who are at the beginning of some
journey. | talk to people all the time, they're like, "Yeah, I've tried this thing and it hasn't worked." And if
your mental model is to measure in hundreds, "I measure in hundreds," the five times that you failed at
something, you failed and tried zero times. And | love that. It's such a great reminder that everything in
life is built on compounding and multiple attempts at stuff. And if you don't try enough times, you're
never going to be successful at it.
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[01:03:38] Lenny
English:

| love that. | could see why you are successful at OpenAl and why you're a good fit there. Final question.
So | asked ChatGPT for a very silly question. "Give me a bunch of silly questions to ask Logan Kilpatrick,
head of developer relations at OpenAl," and | went through a bunch. | have three here, but I'm going to
pick one. If an Al started doing standup comedy, what do you think would be its go-to joke or funny
observation about humans?

AR ERIE:
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[01:04:06] Logan Kilpatrick
English:

| think today, | think if you were to do this, | think the go-to question would be something along the, "So
an Al walks into a bar," and likely because, again, it's trained on some distribution of training data, and
that's the most common joke that comes up, and that's probably... | wonder if you came up with a joke

right now, whether or not that would show up in one of the examples.

AR ERIE:
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[01:04:31] Lenny
English:

I love it. What would be the joke though? We need the joke. We need the punchline. I'm just joking. | know

you can't come up with amazing-
R EE:
BER, BXRIERNBEMA? BITEEMME (Punchline). FHTER, RIEMSELZBHIRAN—

[01:04:37] Logan Kilpatrick
English:

That's what we have ChatGPT for.
FRCEIE:

BIEZRHANFE ChatGPT Btth75,

[01:04:41] Lenny
English:
We're already irrelevant. Amazing. Logan, thank you so much for being here. Two final questions, even

though you've already shared this information, but just for folks to remind them. Where can folks find you
if they want to reach out and ask you more questions? And how can listeners be useful to you?

FROCENIR:
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[01:04:55] Logan Kilpatrick
English:

Yeah, Twitter and LinkedIn, Logan Kilpatrick or Logan.GPT on Twitter. Please shoot me messages. | get a
ton of DMs from people and it's always really, really interesting stuff. | think the thing that | would love to
have help on is if people find bugs and things that don't work well in ChatGPT, | oftentimes see people be
like, "This thing didn't work really well." And the key, and | think we as OpenAl need to do a better job of
messaging this to people, but having shared chats or actual, tangible, reproducible examples, are the two
things that we need in order to actually fix the problems that people have.

AR ERIE:
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[01:05:38] Logan Kilpatrick

English:



The model laziness was a good example where it was hard to figure out what was going on because
people would be like, "Oh, the model's lazier," but it's hard to figure out what were the prompts they
were using. What was the examples, all that stuff? So send those examples as you come up on things that
don't work well and we'll make stuff better for you.

FRCERIR:
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[01:05:49] Lenny
English:

Amazing. And I'll also just remind people, if you're listening to this and you're like, "Oh, okay, cool. A lot of
cool ideas for OpenAl and ChatGPT," what you need to do is actually just go to chat.openai.com and try
this stuff out. There's a lot of just theorizing, but | think once you actually start doing it, you start to see
things a little differently. And at this point, every day I'm in there doing something, like asking for ideas
for questions, doing research on a newsletter post, and it's just a tab I'm always coming back to. And |
know there's a lot of people just talking about this sort of thing, and | just want to remind people. Just go.
Sign in. Play with it. Ask it questions on something you're working on and just see how it goes and keep
coming back to it. Is there anything else you want to share along those lines to inspire people to give this
a shot?

FRERIE:
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[01:06:34] Logan Kilpatrick
English:

| love it. I think the phrase of people being worried about humans being replaced by Al, and I've seen this
narrative online, that it's not Al that's going to replace humans. It's other humans that are being
augmented and using Al tools that are going to be more competitive in a job market and stuff like that. So
go and try these Al tools. This is the best time to learn. You're going to be more productive and
empowered in your job and the things that you're excited about. So yeah, excited to see what people use
ChatGPT for.

AR ERIE:
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[01:07:01] Lenny

English:



And then you can expense your account. | think it's 10 or 20 bucks a month. A lot of companies are paying
for this for you, so ask your boss if you can just have it expensed and make sure you use the latest version.
Anyway, Logan, thank you again so much for being here.
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[01:07:16] Logan Kilpatrick
English:

This is awesome, Lenny. Thanks for having me in. Thoughtful questions. Hopefully those weren't all from
ChatGPT.

FRSCERIE:
XAET, Lenny, &5, (RVBIBRERERE, FEFLRE ChatGPTEH (%),

[01:07:20] Lenny
English:

Nope, only the last one. | did have a bunch of others | had in the belt or in the pocket. | don't know what
the metaphor is. In the back pocket, that's the metaphor, but | did not get to them because we had
enough great stuff. So no, that was all me. Human Al.

FROCENIR:
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[01:07:35] Logan Kilpatrick
English:

Thank you.

FRCERIR:

15134t

[01:07:36] Lenny
English:

Thanks, Logan.

R EE:

5151, Logan.

[01:07:37] Logan Kilpatrick



English:
Lenny.ai.
FRERIE:

Lenny.ai.

[01:07:39] Lenny
English:

I love it. Lennybot.com, check it out. Okay, thanks Logan. Bye everyone. Thank you so much for listening.
If you found this valuable, you can subscribe to the show on Apple Podcasts, Spotify, or your favorite
podcast app. Also, please consider giving us a rating or leaving a review as that really helps other listeners
find the podcast. You can find all past episodes or learn more about the show at lennyspodcast.com. See
you in the next episode.
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