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[00:00:00] Lenny Rachitsky

English:

90% of your code roughly is written by Al now.
FRCEIE:

MIEMRITIARL 90% KIHESERZH Al RE B,

[00:00:03] Mike Krieger
English:

The team that works in the most futuristic way is the Claude Code team. They're using Claude Code to
build Claude Code in a very self-improving kind of way. We really rapidly became bottlenecked on other
things like our merge queue. We had to completely re-architect it because so much more code was being
written and so many more pull requests were being submitted. Over half of our pull requests are Claude
Code generated. Probably at this point it's probably over 70% that it just completely blew out the
expectations of it.

RS ERIE:

TEANEREBRHKEZBZ Claude Code FlfA. MTTEEM—EEBFHEKBSGIN, FIA Claude Code K14
2 Claude Code, FATRRMAEEMIFTIEET MM, LLINFANINEHEAT (merge queue) . AFHRERINE
EBEX, €K PR (FUEUER) WMtz %, HMNFBAT2EM TR, H(BI—+8 PRZH Claude
Code £/, BHRIXMLAIEIREEEZER T 70%, X2t 7 &AIAIFIH.

[00:00:26] Lenny Rachitsky

English:

You guys are at the edge of where things are heading.
R EE:

RINEATEY R BB R,

[00:00:28] Mike Krieger

English:



| had the very bizarre experience of | had two tabs open. It was Al 2027, and my product strategy, and it
was this moment where I'm like, "Wait, am | the character in the story?"

AR ERIE:

HEAEIT—RIFFTHEN . SNEATHENNEHETED, —NE (A12027) (—RHN A KENXE),
S—EENFmRE, B—2FH0E: “FEF, FEEEXTMTREENTALD? 7

[00:00:36] Lenny Rachitsky
English:

It feels like ChatGPT is just winning in consumer mind share. How does that inform the way you think
about product, strategy, and mission?

FRSCERIE:
RBE ChatGPT B E B E O E A AR EIEA T AL, XANEAEMIRM =M. RRMEaHNEE?

[00:00:43] Mike Krieger
English:

I think there's room for several generationally important companies to be built in Al right now. How do we
figure out what we want to be when we grow up versus what we currently aren't or wish that we were or
see other players in the space being?

FRCERIR:

FINANELFIR Al JUEl, BERBTHIXEBERGREMAONERQE,. HMNABERS “KKE" Bt
LAENAE, MABUETHNAEFRZBHA. FERNFA, HEBFTEAEMIRZHAEF?

[00:00:55] Lenny Rachitsky

English:

What's something that you've changed your mind about what Al is capable of and where Al is heading?
FRCEIE:

XFANENUKRENARESR, BMEEBEMEFREETHEN?

[00:01:01] Mike Krieger
English:

| had this notion coming in like, "Yes, these models are great, but are they able to have an independent
opinion?" And it's actually really flipped for me only in the last month.

FROCERIR:

HRMARBEXHF—MEE: B0, XERERE, BE(EABMIINNMAE? * SSFE, mESEAN
—MRE, RNEENRRE T



[00:01:12] Lenny Rachitsky
English:

Today, my guest is Mike Krieger. Mike is chief product officer at Anthropic, the company behind Claude.
He's also the co-founder of Instagram. He's one of my most favorite product builders and thinkers. He's
also now leading product at one of the most important companies in the world, and I'm so thrilled to
have had a chance to chat with him on the podcast. We chat about what he's changed his mind about
most in terms of Al capabilities in the years since he joined Anthropic, how product development changes
and where bottlenecks emerge when 90% of your code is written by Al, which is now true at Anthropic.
Also, his thoughts on OpenAl versus Anthropic, the future of MCP, why he shut down Artifact, his last
startup and how he feels about it. Also, what skills he's encouraging his kids to develop with the rise of Al.
And we closed the podcast on a very heartwarming message that Claude wanted me to share it with Mike.

FROCERIR:

SR ERRE Mike Krieger, Mike & Anthropic WEE~RE, i E Claude EEH A E., it E
Instagram BIBX & EItAA. MRERMENT~REEEMBERZ— MIEEASEER LEEENQTZ
—BFmIE, RIEEREEENSEREPSMIM. FHITYEIT 0N Anthropic —F3R, If Al BEHEE
BARET; Y 90% KKIEH Al F5RY (X7E Anthropic BRIISE) , F@RAREREEHNTH, UK
SHMEBME, tbsh, FEMI OpenAl 5 Anthropic B9&E. MCP (R EFXXMY) BIRE. it ax
AT E—eIRE Artifact AR RIS, ETEE A BENESRT, tEERFISFHERE,. &5,
AL —%% Claude FEF LKL Mike HUBREBLER T ARG %o

[00:02:00] Lenny Rachitsky
English:

(00:02:00): A big thank you to my newsletter Slack community for suggesting topics for this conversation.
If you enjoy this podcast, don't forget to subscribe it and follow it in your favorite podcasting app or
YouTube. Also, if you become an annual subscriber of my newsletter, you get a year free of a bunch of
incredible products, including Linear, Superhuman, Notion, Perplexity and Granola. Check it out at
lennysnewsletter.com and click bundle.

AR ERIE:

I ZIHFB newsletter Slack HEX AXRIERMAVAFTEZ N, MRIFENXMER, IS TEEANEE
RIFASY YouTube EITIAFIRE, IE4h, WMRIRMAE newsletter WEEITIRE, (RAIUGRERE—FN—ZRT
iF57=&, 3% Linear. Superhuman. Notion. Perplexity #1 Granola. #1518l lennysnewsletter.com F52
& bundle &%,

[00:02:22] Lenny Rachitsky
English:

(00:02:22): This episode is brought to you by Productboard, the leading product management platform
for the enterprise. For over 10 years, Productboard has helped customer-centric organizations like Zoom,
Salesforce, and Autodesk build the right products faster. And as an end-end platform, Productboard
seamlessly supports all stages of the product development lifecycle. From gathering customer insights to
planning a roadmap, to aligning stakeholders, to earning customer buy-in, all with a single source of
truth. And now product leaders can get even more visibility into customer needs. With Productboard
Pulse, a new voice of customer solution built-in intelligence helps you analyze trends across all of your
feedback and then dive deeper by asking Al your follow-up questions. See how Productboard can help



your team deliver higher impact products that solve real customer needs and advance your business
goals. For a special offer and free 15-day trial, visit productboard.com/lenny. That's productboard.com/L-
E-N-N-V.

AR ERIE:

ZHATS B B Productboard #5Bh, ERMENEL A= REEFE, 10 ZEX, Productboard #Eh T
Zoom. Salesforce 1 Autodesk EUEF AR LI BRMITEEHN ™R, FA— T HIFHEFE,
Productboard B4 2 #5= @A & L e AN B M. MIRERFARIIFKIRLE, BEIMEFZEXERM
MISEFPING, —UHEFE—NELREFE. UE, "RAFTATUEEHMAREFAFTR, @
Productboard Pulse (—#@¥HNEF ZERARE), AENSRERARIEBIRD TS RIGPES, HT
LUEE @ Al 1R B SRR BH TR NFIT. T #2 Productboard SNRIEEBIRAIEI AR (A B A MMM =5, R
HXMEFPERH#FH I EZBir. WBAIMEM 15 X&28i A, 548 productboard.com/lenny,

[00:03:26] Lenny Rachitsky
English:

(00:03:26): Last year, 1.3% of the global GDP flowed through Stripe. That's over $1.4 trillion and driving
that huge number are the millions of businesses growing more rapidly with Stripe. For industry leaders
like Forbes, Atlassian, OpenAl, and Toyota, Stripe isn't just financial software. It's a powerful partner that
simplifies how they move money, making it as seamless and borderless as the internet itself. For
example, Hertz boosted its online payment authorization rates by 4% after migrating to Stripe. And
imagine seeing a 23% lift in revenue like Forbes did just six months after switching to Stripe for
subscription management. Stripe has been leveraging Al for the last decade to make its product better at
growing revenue for all businesses. From smarter checkouts to fraud prevention and beyond. Join the
ranks of over half of the Fortune 100 companies that trust Stripe to drive change, learn more at

Stripe.com.
FRERIE:

X, 21K GDP Y 1.3% 21&T Stripe MzhiY, X8I 7T 1.4 H{Z2%Em, MEX—EARFHNEREARE
iT Stripe RIRIEK IV, 3FTF Forbes. Atlassian. OpenAl #] Toyota F1TI RS E R, Stripe FNZE
WS, ER—1MRANEIENYE, BhTEESRINAR, FEHEEBENAS—HLTEBETER. F0,
Hertz TE:E#8 E Stripe [5, EELLTIRNERST 4%, BR—T, & Forbes #B#¥, TELIHRE] Stripe #1717
RERBNATAR, WARMIEKT 23%, EIEN+HFEE, Stripe —EHEFA Al RRCE™GR, EEFMEERW
WA, MEERENEMEIIIEISEE, MABE—FEE Stripe DT EHNME 100 522 F TS,
B %5 R151A19) Stripe.como

[00:04:29] Lenny Rachitsky

English:

Mike, thank you so much for being here and welcome to the podcast.
R EE:

Mike, FEERSIRAER, VLREIER,

[00:04:32] Mike Krieger

English:



I'm really happy to be here. I've been looking forward to this for a while.
REESMKIXE, HELHFEXRMBAT

[00:04:35] Lenny Rachitsky
English:

Wow, | had love to hear that. I've also been looking forward to this for a while. | have so much to talk
about. So first of all, you've been at Anthropic for just over a year at this point. Congrats by the way on
hitting the cliff.

FROCERIR:

i, REMFIFXAN. REPFEA, BREBWN. B, RIIA Anthropic BENIHE—FT . IREHRE
REDT “TIEER" EBANRE—F, BNFRIERE).

[00:04:46] Mike Krieger

English:

Thank you. Not that we're tracking.
FRERIE:

i, EIEARRBNT—EEITERTEF

[00:04:49] Lenny Rachitsky
English:

That's right. So let me just ask you this. So you've been at Anthropic for about a year. What's something
that you've changed your mind about from before you joined Anthropic to today about what Al is capable
of and where Al is heading?

FRZERIE:

R ARIXFERIR T . fRTE Anthropic {7 —%F, XTF AIBEENUNERRKER, BMEFBRIRMAZ
AIAIENEEZATEER?

[00:05:04] Mike Krieger
English:

Two things. One is like a pace and timeline question. The other one is a capability question. So maybe I'll
take the second one first. | had this notion coming in, yes, these models are great, they're going to be able
to produce code, they're going to be able to write hopefully in your voice eventually, but are they able to
sort of have an independent opinion? And it's actually really flipped for me only in the last month and
only with Opus 4 where my go-to product strategy partner is Claude. And it has been basically for that full
year where I'll write an initial strategy, I'll share it with Claude basically, and I'll have it, look at it. And in
the past it's pretty anodyne kind of comments that it would leave, "Oh, have you thought about this?"
And it's like, "Yeah, | thought about that." And Opus 4, | was working on some strategy for our second half



of the year was the first one. It was like Opus 4 combined with our advanced research. But it really went
out for a while and it came back and | was like, you really looked at it in a new way. And so that's a thing
that I've maybe | didn't feel like it would never be able to do that, but | wasn't sure how soon it'd be able
to come up with something where | look at it, I'm like, yep, that is a new angle that | hadn't been looking
at before and I'm going to incorporate that immediately into how I think about it. So that's probably the
biggest shift that I've had is, | don't know about independence is the right word, but creativity and sort of
novelty of thought relative to how I'm thinking about things.

AR ERIE:

BRR. —TRAXTEEMBEZNE, Z—TRXTRAONEE,. FEiRE . HNHRNRES, 2
By, XLERBRE, SNRERE, RAFTEEERZGMRESSE, EENERE “RILIBE” 15? KR
£, SIELDA, & Opus4 WHHIL, HBVBEZEMERIZT . I7E Claude BT FENERI T~ mERBE N, D
EN—BEE, RBEST -1V RE, DEH Claude BEF., UAITE L HNRIRE S LR T %
(anodyne), tbin “Bk, fREEREX—RM3? 7 , MEANRKNEER B, HEIT” . B Opus4 L, =
HNTHEHERIEE —BRE Opus 4 EE T HNEEMRTARIIRE—ERET —2) LRGHNRBHLT
1= “RENM—T2HRNAEEMR T X" UAERTHEESARMEX—<, BREREEENR
Maf: K, R MRZAKEENFAE, RBELMMBEMANZNEEZHR,” FrUX AR REAN
T—RAWE MIUM" BEER, BEEENTRNILEMSH “€EHN” M “BLEHRME" HEm, eHE
LTI T o

[00:06:31] Mike Krieger
English:

But in the timeline, one, it's so interesting because | was sitting next to Dario yesterday and he's like, "I
keep making these predictions and people keep laughing at me. And then they come true." And it's funny
to have this happen over and over again and he is like, not all of them are going to be right. But even |
think as of last year he was talking about we're at 50% on SWE-Bench, which is this benchmark around
how well the models are at coding. He's like, "I think we'll be at 90% by the end of 2025 or something like
that." And sure enough, we're at about 72 now with the new models and we're at 50% when he made that
prediction. And it's continued to scale pretty much as predicted. And so I've taken the timelines a lot
more seriously now. And | don't know if you read Al 2027-

FRZERIE:

EFEtE%AE, XREW. FERFKLE Dario (Anthropic CEO) 351, fthift: “H—BEEMIXLTIN, Af]
—HAEXIER, ARXENMRET.” IMERERXEREEE. WRHFTERETNEZY, ERIEN
b, EEINEFEMIEHIC SWE-Bench (BERARIZENHEENIK) B, HITHEIZE 50%, fhit: “FikWE
2025 FRBENTSEE 0% £H.” RA, MEMREBZAET 72% £H, MUMFUNEZ 50%. ERYT &
(scaling) BALZTEFETN. FIURMENXENBEETTHRE T, FNEMARERT (A2027) BB
%3‘(% ......

[00:07:05] Lenny Rachitsky
English:

| have, it made by heart race.
FRERIE:

e, REFOBKINE,



[00:07:09] Mike Krieger
English:

And I had the very bizarre experience of | had two tabs open, it was Al 2027 and my product strategy. And
it was this moment where I'm like, "Wait, am | the character in the story? How much is this converging?"
But you read that and you're like, "Oh, 2027, that's years away if you're like no, mid 2025." And things
continue to improve and the models continue to be able to do more and more and they're able to act
agentically and they're able to have memory and they're able to act over time. So | think my confidence
in the timelines and | don't know exactly how they manifest it definitely just solidified over the last year.

AR ERIE:

KA MEFNEAME, RENFE (AI12027) MZIH~RREHMILT. B—FoB: “FF, &
EHREENACID? XKEETNMEBR? 7 SMRBREXEN, RAgEEE "B, 2027 F, PERR" ,
BIRIRZIRE “F, A2 2025 FHE" , BEMTERET . FWEHFS0E, RERHNERERES,
ENEENRIE (agentically) —#1T8), MABICIZ, HEEEBERITES. FILl, BIXLEREILEED
BARTHEENEASNAR] —EIEZ—FEHLTFTIFERE,

[00:07:43] Lenny Rachitsky
English:

Wow. | wasn't expecting to go down that that paper was scary. And I'm curious just | guess | can't help but
ask just thoughts on just how do we avoid the scary scenario that paper paints of where Al getting really

smart goes?
FROCERIR:

. FLBEISWEXT, BRIEHIETAN. HBRERR, REFSHINZMFAEERREIEXFriES
Y. Al ZFIRHEEEPAE R REH IR M =2

[00:07:59] Mike Krieger
English:

Yeah, this maybe ties into, I've been here a year, why did | join Anthropic? | was watching the models get
better and even you could see it in early 2024, and looking at my kids, I'm like, "All right, they're going to
grow up in a world with Al. It's unavoidable." Where can | maximally apply my time to nudge things
towards going well? And | mean that's a lot of what people think about across the industry, especially at
Anthropic. And so | think coming to an agreement and a shared framework and understanding of what
does going well look like? What is the kind of human Al relationship that we want? How will we know
along the way? What do we need to build and develop and research along the way? | think those are all
the kind of key questions. And some of those are product questions and some of those are research and
interpretability questions, but for me it was the strongest reason to join was okay. | think there's a lot of
contribution that Anthropic can have around nudging things to go better. And if | can have a part to play
there, let's do it.

AR ERIE:

EHY, XETREMFXIIN Anthropic IFIRE XK. HESRERNMHY, HETE 2024 FHRAERERTEE. S
BT, TR HE, mITEE—TEANERERK, XEFRATBERN.” B4, RZUFAEKRE
F RIS E, EXHDFEBRFNARLZEE? XEEE N T, LTERZ Anthropic WA —BEEZRZRIR
Ho FTINA, ERLRHBI - MHENEREZER “OFLAR" SREFAEXEE. HMNBEFAEFH



CANRR” ? EX—IRBRRINNAEEHE? BMNFEALNMARMA? XLEREXFERE, Hp—LEE
FEmiaE, 5—LEMRMABEYE (interpretability) Bl@, MERH, MANRRBDHOIME: KIAA
Anthropic 3| RFBMF AR EA LUMSH EXS#E. MRFKESSEP, BPTE,

[00:09:00] Lenny Rachitsky
English:

| love that answer. Speaking of kids, so you've got two kids, I've got a young kid, he's just about to turn
two. I'm curious just what skills you're encouraging your kids to build as this Al becomes more and more

of our future and some jobs will be changed and just what advice do you have?
R EIE:

HERXZXNEE. REEF, MERIMET, ZFE—TRMIETF. RREBIE, FBE Al BRI
KK, —ETIRFRNE, (RIEESEIIREVZFIETTMEREE? B TAEINT?

[00:09:18] Mike Krieger
English:

We have this breakfast feed breakfast with the kids every morning and sometimes some question will
come up, something about physics and our oldest kid's almost six, but they ask funny questions about
the solar system or physics or in a 6-year-old way and before we reach for Claude, because at first my
instinct is like, "Oh, | wonder how Claude will do this question." And we started changing, "Well, how
would we find out?" And the answer can't just be we'll ask Claude, all right, well, we could do this
experiment, we could have this thing. So | think nurturing curiosity and still having a sense of, | don't
know, the scientific process sounds grandiose to instill in a 6-year-old, but that process of discovery and
asking questions and then systematically working right through, | think will still be important. And of
course Al will be an incredible tool for helping resolve large parts of that, but that process of inquiry |

think is still really important and independent thought.
FZERiE:

BIMNEXRE LML —REIZEE, ERNSEH—ERE, LNXTYERN. HALILRAZT, ]z
WS BFHIARE—EX T RARIYIENEBRE. EXKBT Claude ZHI—RANRNE—TEER “H,
HBEE Claude FARIFX MR — KB REAI, B “BERAINZMEHREERE? * EFRTHEE
[ZE “) Claude” o FEfIRW, FFIE, FMTATLMMX PR, HEMRIMAR. PRAFEFEFIEFEC, U
RRFF—M- BAWNNS BZFR BFEIR WEREREKR, ERMLRI. RRHRZFERRRT
12, WNAKRAEREER, LA, AIREMERRREDRENELETR, EXMRFIZNIRILEEZEDTK
INAIRARZ o

[00:10:11] Mike Krieger
English:

My favorite moment with my kid, because she's very headstrong, our 6-year-old, she said something and |
wasn't sure if it was true. It was, oh, is that coral is an animal or corals alive? | don't even remember what
the details of it. And | was like, "I don't know if that's true." And she's like, "It's definitely true, dad." I'm
like, "All right, let's ask Claude on this one." And she's like, "You can ask Claude, but | know I'm right."
And I'm like | love that. | want that kind of level of not just delegating all of your cognition to the Al
because it won't always get it right. And also it kind of short circuits any kind of independent thought. So



the skill of asking questions, inquiry and independent thinking, | think those are all the pieces. What that
looks like from a job or occupation perspective, I'm just keeping an open mind and I'm sure that'll
radically change between now and then.

AR ERIE:

HZ)LEEER, HEERO—TBRERE: iRk THE, RFARENIX. FEREXTHRHIERENZ
%, ADRERET. B “BRIHEBZFAEEN.” tii: “BE, PENEEN.” HiH: “FE, 38
#FAiEie) Claude,” 4.  “fRATLAR) Claude, BHRFMEHEMNH.” HAZRI—ZIT. HFHFEANBEFR
BRONA TREERELE Al, BN A HFRSRER, MERXSILRIRILBE, FRLL, RiE. RRMIRIZIEBER
&eE, RUAMEEH. EFTXERRNRUFTPREEMBEAAEF, RRHARSE, HEEMIEER
RS, BREREBMRBHITN.

[00:11:02] Lenny Rachitsky
English:

It's interesting. Tobias Litke, Shopify CEO, on the podcast and he had the same answer for what he's
encouraging his kids to develop is curiosity. And so it's interesting that's a common thread.

FROCERIR:

RBERZE, Shopify B CEO Tobias Litke TEEZFEhA M TRENESR, MEMEFIIEFANEEFETO. &
;ELIE_/P:/H\:IEJ/#\O

[00:11:14] Mike Krieger
English:

The K through eight school our kid goes through had an Al and education expert come in and | had a very
low bar or a very low expectation of what this conversation was going to be like. And actually | think it
went over most of the people in the audience's heads because he was like, "All right, well let me take you
all the way back to Claude Shannon in information theory." And | could see people's eyes going, "What
did I sign up for and why am | hearing this school auditorium hearing about information theory?" But he
did a really nice job | think of also just imagining there will be different jobs and we don't know what
those jobs are going to be and so what are the skills and techniques and remain open mindedness
around what the exact way we recombine those things. And even those will probably change three times
between now and when they're 18.

FROCERIR:

BIZF LHVBRER K-8 ZRIERT — L Al EHEER, BRI XIHHENIREERK, BLRL, KIS MiH
HNABEBE T AZSEMANIERCE, RAM—ERME: “GFIE, iLFEFR(IEIZ Claude Shannon IE R
B, HEBFIESTRENBEMAENR: “BRXBIRTHAR? ATAEEERILERERSIL? 7 EEIEESMH
BRT, MIBITEKREARSEFRANIE, BARMNUERMERLETERMTA, FRUXBETEEREMN
Bk, HINAERASXERERIFABOS. EEEM] 18 525, XERAAIEEST M=K,

[00:11:59] Lenny Rachitsky
English:

So we're talking about timelines and how things are changing. So I've seen these stats that you've shared,
other folks at Anthropic have shared about how much of your code is now written by Al. So people have



shared stats from 70% to 90%. There was an engineer lead that shared 90% of your code roughly is
written by Al now, which first of all is just insane that it went from zero to 90%, | don't know, a few years,
something like that. Yeah, basically. | don't think people are talking about this enough. That's just wild.
You guys are basically at the bleeding edge. I've never heard a company that has this high a percentage of
code being written by Al. So you guys are at the edge of where things are heading. | think most companies
will get here. How has product development changed knowing so much of your code is now written by Al,
so usually it's like PM, it's like here's what we're building, engineer builds it, it ships it. Is it still kind of
roughly that or is it now PMs are just going straight to Claude, build this thing for me, engineers are doing
different things? Just what looks different in a world where 90% of your code is written by Al?

AR ERIE:

FANRE T B M E . FHFEERM Anthropic WEMEE D EJ—EHIE, XTRIMNAETEZOREZEH
AlRERI. BABRZ 70% F 90%. B—ITIZEERE, MEKRL 0% WAEZE A B, B, XARIE
T, TERERRTLEARM 0 A ZT 90%, HEF[AMNMMMITIE[ERE, XEERTEN RMIBELL TR
B, BMARITRESMRABE A RERBLABEXAT. BAMRNAKRTRKNSGRE, MAZSHATREE
SEFX—F, FAAE: 7£90% NAEHAIRENERT, FaAREKETEFNTN? BERER PMRE
Mta, TEMESRE, ARELXH. MEEESXHEL? XEH PM Bk Claude i “BERHRMEXD" , MIiE
IM7EMRIREE? E—190% KIEHAIRENHRAE, TEREFTATRE?

[00:12:57] Mike Krieger
English:

Yeah, it's really interesting because | think the role of engineering has changed a lot, but the suite of
people that come together to produce a product hasn't yet. And | think for the worst in a lot of ways
because | think we're still holding on some assumptions. So | think the roles are still fairly similar,
although we'll now get in my favorite things that happen now are some nice PMs that have an idea that
they want to express or designers that have an idea they want to express will use Claude and maybe even
Artifacts to put together an actual functional demo. And that has been very, very helpful. No, no, this is
what | mean that makes it tangible. That's probably the biggest role shift is prototyping happening earlier
in the process via more of this code plus design piece. What I've learned though is the process of knowing
what to ask the Al, how to compose the question, how to even think about structuring a change between
the backend and the front end. Those are still very difficult and specialized skills and they still require the
engineer to think about it.

FRCERIR:

XEEEER. WIANIENABRETRATK, EEEITEFBNEANEREEEE. ERZA@E, &KX
BXRMEET, AARINTEE—LIHNRIE FAUAES TETELLRBEMN, FERRERN—SE, W
E—EEEEAR PM 2i&itHTS @A Claude, BEELS Artifacts ThEE, BEIEME—I2FREIEITH Demo, X
EEEEY, THEZTEARIR, XAgERRANABKE: BEXM “KiEHg” MAR, REFAE
TREPAKRE T, ERFINE, FEZEA A EARRR. EEEEE SRS 2 BRZREE
B, XERARIEEEMBETIHEEE, MATEIRFERE,

[00:13:54] Mike Krieger
English:

And we really rapidly became bottlenecked on other things like our merge queue, which is the get in line
to get your change accepted by the system that then deploys into production. We had to completely re-
architect it because so much more code was being written and so many more pull requests were being



submitted that it just completely blew out the expectations of it. And so it's like, | don't know if you've
ever read, is it the goal, the classic process optimization book, and you realize there's this critical path
theory. I've just found all these new bottlenecks in our system, there's an upstream bottleneck, which is
decision making and alignment. A lot of things that I'm thinking about right now is how do | provide the
minimum viable strategy to let people feel empowered to go run and type and build and explore at the
edge of model capabilities. | don't think I've gotten that right yet, but that's something I'm working on.
And then once the building is happening, other bottlenecks emerge, let's make sure we don't step on
each other's toes. Let's think through all the edge cases here ahead of time so that we're not blocked on
the engineering side. And then when the work is complete and we're getting ready to ship it, what are all
those bottlenecks as well? Let's do the air traffic control of landing the change. How do we figure out
large strategy? So | think there hasn't been as much pressure on changing those until this year, but |
would expect that a year from now the way that we are conceiving of building and shipping software just
changes a lot because it's going to be very painful to do it the current way.

AR ERIE:

MBEHNRRMAEMIFTEE T, LLAEHY] (merge queue) — HFLRHIAIL RGHRRZIREVER
HEPBREFH R, HNAEAT2ENE, BANETHERK, XM PRAS, TEBH T Xk
P REMUBE (BFF) (TheGoal) By, MEFIRIEFE “XEREFEL” . RERNNVRSRHLNA
TERAXLERIMAI: EEESRAEMTT (alignment) s BRUEBERZEMN—RF, WEARME “S/NAITT
/B, EAMBREESNEEREENLSHTER. £5. WENRR. AFRESRELMIRET,
EXEREEZSINAGME. —EMEFIE, EMWRARSEN: HMNBHRARFSEBT, RaEERHR
BWASER, UeEIREFE. STFEREELAHN, BFIARM: RIIFEGZFBER—FD
BAEEREM, MAGERNREE? HIANERSE, MEXERENENAREEDR, BRI —FE, &
MR, MENAHRENAIABEREERTN, ANEARENAEAREFEERES,

[00:15:20] Lenny Rachitsky
English:

Wow, that is extremely interesting. So it used to be here's an idea, let's go design it, build it, ship it, merge
it, and then ship it. And usually the bottleneck was engineering, taking time to build a thing and then
design. And now you're saying the two bottlenecks you're finding are okay deciding what to build and
aligning everyone and then it's actually the cue to merge it into production. And | imagine review it too is
probably a part-

FRCERIR:

H, XXKEERET. Usil: 8NE%, I8ite, WEE, &+, AEkfH. BERMETIEFAMNLITE
BYo MIMEMRIRAIMAFHENMEIZE . REMAAFHILEARSTOAMIIR, URKIEESHEEFFIERNHBA. FHBER
BEEZE (review) AJREIEHA—EE5 - -

[00:15:47] Mike Krieger
English:

Reviewing has really changed too. And in many ways perhaps unsurprisingly the team that works in the
most futuristic way is the Claude Code team because they're using Claude Code to build Claude Code in a
very self-improving kind of way. And early on in that project, they would do very line by line pull request
reviews in the way that you would for any other project. And they've just realized Claude is generally right
and it's producing pull requests that are probably larger than most people are going to be able to review.
So can you use a different Claude to review it and then do the human almost acceptance testing more



than trying to review line by line. There's definitely pros and cons and so far it's gone well. But | could also
imagine it going off the rails and then having a completely both unmaintainable or even understandable
by Claude Code base that hasn't happened, but watching them change their review processes definitely
has been interesting. And yeah, the merge queue is one instance of the bottom bottleneck that forms
down there, but there's other ones which is how do we make sure that we're still building something
coherent and packaging it up into a moment that we can share with people and whether that's around a
launch moment, whether that's about then enabling people to use this thing and talking about it, the
classic things of building something useful for people and then making it known that you've built it and
then learning from their feedback still exists. We've just made a portion of that whole process much more
efficient.

FRCERIR:

RIEFEEHIHLE T, EREZFE, EFARIM, TEAXHEFIRE Claude Code HPA, FEAMATE—F
BF# a5 Claude Code 133 Claude Code, TEIHE R, MTESGHEMME —#Z17#1T PR &
E, BEFRMIEIRE], Claude BERIEHN, MBETEMD PR ABFFAREIASELIRTHIA. Frl, R
BEFRBEAS— Claude REEE, RAEAXFEATRIKMIRA (acceptance testing) , MAREITIRE? X
HARENEY, BRETRYF. BREAIUER, WIRKET, AERFE— BRI EEIP. EE& Claude B
CEHERAENBE —RABIRERE, EMBMIINTHFERERALEER. SHATIRETHRIA
—MF, EEEM: NMABERIMENRAKAZRERN, HREEITER— M US =L B
Z (BtREARER, KESISHAPFERHRM . WEEHENARA. ILAFPFE. FMRGFFES), XLEZHIF
BRAFE, BIREILEP—BREERESH.

[00:17:06] Lenny Rachitsky

English:

| heard you describe this as you guys are patient zero for this way of working.
FRCEIE:

RIARBXZE N, FMIRXMIEARN “FSHA” -

[00:17:11] Mike Krieger
English:
Yes.

FROCERIR:

[00:17:12] Lenny Rachitsky

English:

I love that. Do you have a sense of what percentage of Claude Code is written by Claude Code?
R EIE:

KiFET . RAEEHIE Claude Code HZ/LLEfIRH Claude Code B 24 EHING?



[00:17:17] Mike Krieger
English:

At this point, | would be shocked if it wasn't 95% plus. I'd have to ask Boris and the other tech leads on
there. But what's been cool is so nitty-gritty stuff, Claude Code is written in TypeScript. It's actually our
largest TypeScript project. Most of the rest of Anthropic is written in Python, some Go, some Rust now,
but we're not like a TypeScript shop. And so | saw a great comment yesterday in our Slack where
somebody had this thing that was driving them crazy about Claude Code and they're like, "Well, | don't
know any TypeScript, I'm just going to talk to Claude about it and do it." And they went from that to pull
requests in an hour and solve their problem and they submitted a pull request and that breaking down
the barriers. One, it changes your barrier to entry for any kind of newcomer to the project. | think it can let
you choose the right language for the right job for example. | think that helps as well, but I think it also
just reinforces Claude Code being that patient alpha of that where contributions from outside the team
can be Claude coded as well.

AR ERIE:

FIBFEIALL, MRLHIZE 95% U EKRRIRT. SRR Boris MIHMMRAARA. BB —LHAT:
Claude Code 2H TypeScript Y, EXFR EEEHNIERAR TypeScript IH. Anthropic HAESEMIEE
F Python Y, i£B—LE Go # Rust, FH{IHFAE—FKEHT TypeScript WAF, BFEXRIKIE Slack LFEI—1
REMEIE, BAX Claude Code IR A REINIE, fhijt: “|ATKAIE TypeScript, EFRITEEHZER
Claude HJEjD, IBEIBE.” SERM—/N\IIRIERT PRHABAT R, XFTHRERSHNRENET. Bk,
TR THAMANRBNIINE, 2R, BiHREAMSENTEEREREENIES. MEXE—P&LT Claude
Code {EAXMIEN M FciTE ML, BMEREPAZIMITTEAE AT LUEE Claude Code R5ERK.

[00:18:18] Lenny Rachitsky
English:

Wow, this is, it's just continue to blow my mind all these things that you're sharing, 95% of Claude Code is
written by Claude Code roughly.

FROCERIR:
£, ROFHXLERA—EERIFHIEIIAR, K£995% B Claude Code BRHEH S M,

[00:18:27] Mike Krieger
English:

That's my guess. Yeah, I'll come back with the real stuff. But | mean if you ask the team, that's how they're
working and that's how they're getting contributions from across the company too.

AR ERIE:

BEHRBFMN. B8, BKHBHIATEREE. BMRFRE, MIMEX AT, XBEMIRRE
NE)EETEMBI AR

[00:18:35] Lenny Rachitsky

English:



It's interesting going back to your point about strategy being assisted by Claude itself and your point
about how a lot of the bottlenecks now are kind of the top of the funnel of coming up with ideas aligning
everyone, it's interesting that Claude is already helping with that also of helping you decide what to
build. So if those two bottlenecks are aligning, deciding what to build and then just merging and getting
everything, where do you see the most interesting stuff happening to help you speed those things up?

FROCERIR:

RERR, OEIRE “RIRH Claude 381" X—x, UKRIRREIMVIIER ST TR —B B8
EMMTTHIR. AEAZ, Claude BEEEEMREMEMAT . MRXMMITEXNFTRRMABEH, Rk
NEMESE=EREBIHRRINEXLEFT?

[00:19:02] Mike Krieger
English:

Yeah, | think that on that first row, | started the year by writing a doc that was effectively how do we do
product today and where is Claude not showing up yet that it should? And | think that upstream part is
the next one to go. It's interesting. At your conference | talked to somebody who's working on a PRD, GPT
kind of ChatPRD, | think was the-

AR ERIE:

2H, XTHE—R, RSFEFNE T —OHXHE, i@ ENAERNEE~RmEY, Uk Claude TEHIEAIZ L
eyt g HIM? FHIANEFFTE T —IRK=. REE, EMHARZLE, FHIBEI—PIEEHM PRD GPT
(M ChatPRD) RN«

[00:19:24] Lenny Rachitsky
English:

ChatPRD, [inaudible 00:19:24].

R EE:

ChatPRD, [IAAFE]o

[00:19:24] Mike Krieger
English:

Yeah. Can Claude be a partner in figuring out what to build? What the market size is if you want to
approach it that way? What the user needs are if you look at a different way? We think a lot about the
virtual collaborator on topic and one of the ways in which | think that can show up is, "Hey, I'm in the
Discord, the Claude Anthropic Discord, I'm in the user Fora, I'm on X and I'm reading things and here's
what's emergent." That's step one. Models can do that today. Step two, which the models probably can
do today, which have to wire them up to do it is and not only are the problems here's how | think you
might be able to solve them. And then taking that through to, and | put together a pull request to solve
this thing that I'm seeing feels very achievable this year than stringing those things together and we're
limited more. This is why MCP is exciting to me. We're limited more around making sure the context flows
through all of that so we have the right access to those things more than the model's capability to reason
and propose.

FROCERIR:



M, Claude BEGRARTE “MEMA” BINH? LkNDITHZHME, HNEMTEREREAFER? HI1E
BRE “EIMMEAME XMER, RWINNEN—MEMAHXZ: “M8, FE Discord K. AFIEIEM X £
ME, RMT7—LEHEE.” XBE—F, NENREREME,. =% (REWZEAJEDLEY, BFEEE)
BEER) B MURIMEE, TRE “BINNFTUXERR" . ARHE—DE TR 7T —1 PR KR
FRIXNAE,” RESEFEERZIFETLUD, BXERTREKER, HNNENRFESETHER “L£
T (context) BEFEEAAMIEFIRNG R, HWRFKNBEREVLENR, MABRRTRIEAEIENIRINAE
Ho XFLBAMTAMCP (FRE ETFXXHY) IEFREELKE,

[00:20:13] Mike Krieger
English:

Now the model might not have perfect Ul taste yet, so there's definitely room for design to intervene and
be like, "Oh, that's not quite how | would solve the problem of this not showing up." But | would get very
excited. | would give you a really small example, but we changed on Claude Al, you should be able to just
copy markdown from Artifacts or code from Artifacts and we changed it so you can actually download it
and export it. We changed the button to export and we got a bunch of feedback like, "How do | copy
now?" And the answer is you drop it down and it's copied. It's just mind one of those things where it's
made sense, but we probably got it not quite right. That feedback was in the RUX channel. | would've
loved an hour later for a plot to be like, "Hey, if we do want to change it back, here's the PR to do it." And
by the way, eventually, and then I'm going to spin up an A/B test to see if this changes metrics and then
we'll see how it looks in a week. If you told me that about a year and a half ago going to be like, "Ah, yeah,

maybe like 27, maybe 26." But it really feels just at the tip of capabilities right now.
R EIE:

B4, REIERN Ul mIKAIEEEARTESR, PREURITARBERENN, . B, XFT2ERBRXN R
MAER” BEIMIIEEME, ENNFIF: 1F Claude Al £, AFAEILIM Artifacts FE %I Markdown 1€
B3, HAMERR T AIUEETHNSH, FIHBREANRKT “FH” , SREE SRR “NEE4AE
H? 7 BRRRATIREMBERED. XETFIAMENZESFERERERMNEVNET, XERIRLIE
RUX (FRARSAFAR) EER, FKIFEFE—/E Claude BEBEHRY: TR, WIRF(TEREE, X2
PR.” HEB, RREEeENR: “INE, BB — A/BINIHAREEXRESATIEN, —AREER.” R

M—EFRIHFRXLE, KRNT W, FIEEZ 2026 5% 2027 FIE” . BIE, XEMNBIEMITETIREN
8%

[00:21:20] Lenny Rachitsky
English:

Wow, okay. You mentioned the Lenny and Friends Summit. | wanted to talk about this a bit. So you were
on a panel with Kevin Weil, the CPO of OpenAl, | think it was the first time you guys did this maybe the last
time for now.

AR ERIE:

B, 18, fRIEEIT Lenny and Friends I, FAAWEIX. {RHEF OpenAl B9 CPO Kevin Weil B & it
1B, BRERZIMRMIE—REAS, AIEBEERIALENRE—R.

[00:21:32] Mike Krieger

English:



Yeah, we haven't done it since, not for any reason. | had a lot of fun.
FRZERIE:
B, ZzEXEEBERET, AtgtaSIREE. HANTFEF .

[00:21:34] Lenny Rachitsky
English:

What a legendary panel we assembled there with Sarah Guo moderating. And you made this comment
actually ended up being the most rewatched part of the interview, which is that you were putting product
people on the model team and working with researchers making the model better and you're putting
some product people on the product experience making the UX more intuitive, making all that better.
And you found that almost all the leverage came from the product team working with the researchers.
And so you've been doing more of that. So first of all, does that continue to be true? And second of all,

what are the implications of that for product teams?
FRCERIE:

BEZ—ZEFRMITIL, B Sarah Guo EHf, FYREAXRT MR, ERETHRERITPREE RS
BUERSY: MRIBFRARRHHERE, SHRAGERUERE; RRES—EFmARBRE~ AR, ik
UXEEW. fREI, LFFRERIIHEE (leverage) HRBF=mEASHAIZNENE. FRUR—EEMAK
XAENRN. B, XIMERARILIL? HR, XN=mBANEREFA?

[00:22:11] Mike Krieger
English:

It's continued to be true. And in fact | think that if the proportion was already skewing towards having
more of that embedding, I've just become more and more convinced. | didn't feel as strongly about it
during the summit and now | feel really strongly about it. If we're shipping things that could have been
built by anybody just using our models off the shelf, there's great stuff to be built by using our models off
the shelf by the way, don't get me wrong, but where we should play and what we can do uniquely should
be stuff that's really at that magic intersection between the two, right? Artifacts may a great example and
if you play with Artifacts with Claude 4, that's an actually really interesting example where we took
somebody from our, we have Claude code skills, which is a team that really is doing the post-training
around teaching Claude some of these really specific skills and we paired it with some product people
and then together we revamped how this looks in the product today and what Claude can do way better
than just like, "Yeah, we just used the model and we prompted a little bit." That's just not enough. We

need to be in that fine-tuning process.
R EIE:

XRIARLIL, BX L, MRRLNEHIEZERXM “RAR” SEMR, RUEWEMBEX—R, B
BHREEEHA28ZL, MEEFET NRENLBNRASERAEREEABRIIAVIRAEE R AR LR
—IRER—T, BUAEEBEHEREENARE—ERNEEZALS. EBERIMSNENS, ZEMR
EZ BB HENCR. Artifacts EEMEBIERIF. SNRIRTE Claude 4 LKL Artifacts, IREAIMXIFER
#: FHAIM Claude Code Skills FIBA (fASR/EHAIISR, # Claude $SERAENEIRN) AT AF, S5ERARE
1, HRAZEETFEES. XX “BREEHE RRRE BiFE%. BEABH, RMNFZRANIGAE
(fine-tuning) FfEHZE,



[00:23:36] Mike Krieger
English:

So much of what, if you look at what we're working on right now, but we've shipped recently between
research and all these other things are things that the functional unit of work at Anthropic is no longer
take the model and then go work with design and product to go ship a product. It's more like we are in
the post-training conversations around how these things should work and then we are in the building
process and we're feeding those things back and looping them back. | think it's exciting. It's also a new
way of working that not all PMs have, but the PMs that have the most internal positive feedback from
both research and engineering are the ones that get it that | was in a product review yesterday, | was like,
"Oh, if we want to do this memory feature, we should talk to the researchers because we just shipped a
bunch of memory capabilities in Claude 4." They're like, "Yeah, yeah, we've been talking to them for
weeks, this is how we're manifesting it." It's like, "Okay, | feel good. | feel like we're doing the right things

now.
AR ERIE:

MRREBNBERBHARA, (FRKRM Anthropic NEATERETABRE “ERRE, AR~ GRE
£ . BRE: BMNB5EHIIGNITIE, MERZINMAEE, AREWEIRERAFREMERT. XR
PANE, BER—M2MBOIESR, HIFFRE PM EEEERN, BEREE, BERSHARNIEANRSIER
TNE PM, [ERBLEEBX—RBIA. BFRFE—NT@ITEI LR B, MRFNEEXMCZThEE, &
TR I, EAEAE Claude 4 FARFBTRZICIZEES” MAEE: “BHER, KIIELM LI
THNLAT, XMERERIMA.” RIERMERF: “KF7, BERMNAERENT.”

[00:24:03] Lenny Rachitsky
English:

So let me pull on this thread more and there's something I've been thinking about along these lines. So
essentially there's a big part of entropic that's building this super intelligent giga brain that's going to do
all these things for us over time. And then, as you said, there's the product team that's building the UX
around this super intelligent giga brain and over time this super intelligence is going to be able to build its
own stuff. And so | guess just where do you think the most value will come from traditional product teams
over time? | know this is different because you guys are a foundational alum company and not most
companies don't work this way, but just, | don't know, thoughts on just the where most value will come

from product teams over time working on Al.

FRCERIR:
IFIMEXNBRBERZ— . E4L, Anthropic NRA—EDNEEWEX “BERAW , ExMEERE

WBABNMFIES. AR, SRR, FaEAEAXDARE UX. BENEHERE, XMNBREERFAER
WEBCSHARE. BA, MANEETREBNEERREZERERE? HAEMRNEEMERQT, BR
EEEs ok, BIREZBIRIAIRYY P mEIATE Al BACNAEEIERAME" BEZ.

[00:24:42] Mike Krieger
English:

| think there's still a lot of value in two things. One is making this all comprehensible. | think we've done
an okay job. I think we could do a much better job of making this conference. What's still the difference
between somebody who's really adept at using these tools in their work and most people is huge. And
maybe that's the most literal answer to your earlier question around what skills to learn. That is a skill to



learn and use it in the same way that | remember we did computer lock class when | was in middle
school. | remember being really good at Google and that was actually a skill back in the day to think in
terms of this information is out there, how do | query for it? How do | do it? | think it actually was an
advantage at the time. Of course now Google is pretty good at figuring out what you're trying to do if you
are only in the neighborhood and there's less of that research kind of need. But | still think that's a
necessary part of good product development, which is the capabilities are there and even if Claude can
create products from scratch, what are you building and how do you make it Comprehensible? Still hard
because | think that gets at this much deeper empathy and understanding of human needs and
psychology. | was a human community interaction major, | still been talking in my book here. | still feel
like that is a very, very, very, very necessary skKill.

FRCERIR:

BIANNERAGRRERSE. F—- “CEHAEMBE” (comprehensible) . HIEHRIHISIETT, BIRATLUE
"EY. B, —MEKELFPEAXETANANEBAZENEEKRAER, XEIFEXIRZAIR “Z
FHaxie” REEANEE. XASME—MikEE. HiZEPF LBMIRE, FREBEKMA Google 8%, EHEY
WLk —BEEERENE, NFEE, SEBE2—FRB. HA, WEM Google EZRBKIEM
MEET, X “BRAR NFREDT, BREAIAA, FHFRARBEAAX—R: BME Claude EME
FatIErm, MEIREMEMFA? MUAILERES TEM? XERARME, RNES AT RNOER
REHBNIER, ARFLTUBANKE, FEAREXE—MRELEATREE

[00:26:15] Mike Krieger
English:

So that's one. Two is, and this straight to call back to another one of your guests, strategy, how we win,
where we'll play, figuring out where exactly you're going to want to, of all the things that you could be
spending your time or your tokens or your computation on what you want to actually go and do. You
could be wider probably than you could before, but you can't do everything. And even from an external
perspective, if you're seen to be doing everything, it's way less clear around how you're positioning
yourselves. Like strategy | think is still the second piece. And then the third one is opening people's eyes
to what's possible, which is a continuation of making it understandable. But we were in a demo with a
financial services company recently and we were working on here's how you can use our analysis tool
and MCP together and you could see their light up and you're like, "Ah, okay." We call it overhang. The
delta between what the models and the products can do and how they're being used on a daily basis.
Huge overhang. So that's where still a very, very strong necessary role for product.

FRCERIR:

EXEE—Ro B_RERBR—XIURBEMZANS —URE—XT ‘DR . “EWERS , ZFHR
BIRATLUR NETE]. Token B HHIFEHR, REIKREBMM 4. MIENBEZEAILUELURIES, EIRFEE
WFAEE. MINERE, MRIRAAEM, FHNEMUMSTEEM. FILURBEE TR, F=ZRZE “FRAN®N
MEF” , iLIERIATRENE, X2 “EHAIEFE MR, SbERNA—RERBS AEHET, BRRWNAEE
BEARNBNOTITAN MCP, fREEFRFIMINMNBRMRT. HIMZA “BBN7RE" (overhang), BMREIIF
mEEEIR, SAMNBERGRERNEEZENEARER, XETmABKAIEELERRARMT,

[00:26:59] Lenny Rachitsky
English:

Okay, that's an awesome answer. So essentially areas for product teams to lean into more is strategy, just
getting better and better at strategy, figuring out what to build and how to win in the market, making it



easier to help people understand how to leverage the power of these tools, the comprehensibility and
kind of along those lines is opening people's eyes to the potential of these sorts of things. That's where
product can still help.

AR ERIE:

FEY, RNEERET . FIUFREAMRZESRNNTENE : RIE (RETEHERR, REMWRMT A UKW
i IAR) . AEEE GIAMNERZERNAMAXLETANDE), URABANXEZEYEIIA
Mo XEEEFMIKARERIEERRIMT,

[00:27:21] Lenny Rachitsky
English:

Awesome. So along those lines actually, do you have any just prompting tricks for people, things that

you've learned to get more out of Claude when you chat with it?
R EIE:

KEFT o IREXMER, REREFTALAKIIETIA (prompting) #5157 WHELZIRFEIRIEEM Claude FBE
RRIESNENTE?

[00:27:30] Mike Krieger
English:

Sometimes it's funny because in some ways we have the ultimate prompting job, which is to write the
system prompt for Claudia Al and we publish all of these, which | think is another nice area of
transparency. And we are always careful when giving prompting advice because at least officially, but I'll
give you the unofficial version because you don't want things to become like we think this works, but
we're not sure why. But | will do small things like in Claude Code and we actually do react to this very
literally, but I always ask it to, if | wanted to use more reasoning, think hard and it'll use a different flow
and | usually start with that. Nudging, there's a great essay around make the other mistake like if you tend
to be too nice, can you focus on... Even if you're trying to be more critical or more blunt, you're probably
not going to be the most critical blunt person in the world. And so with Claude sometimes I'm like, "Be
brutal, Claude, roast me. Tell me what's wrong with this strategy." | know we were talking earlier about
the Claude as thought partner around critiquing product strategy. | think | previously would say things
like, "What could be better on this product strategy?" And I'm just like, "Just roast this product strategy,"
and Claude's like a pretty nice entity. It's hard to push it to be super brutal, but it forces it to be a little bit

more critical as well.
FRSCERIE:

XEAE#E, RAEEMEEL, BMNHNREARETIEALE—%T Claude Al IR IR TIE (system
prompt), MEFMNELAALXGXERES, RRFXENTREFNZERE. RNELAHEFBNHEERE
&, BRAUSGMHR—INEETRE. RIM—L)EhfE, thilTE Claude Code 1, MRFBEECHITES
2, REHEER “BNHBE” (thinkhard), ES#EANTRENMIERIZ, F@EE UK, EE—IMKITE “IC
S—TABENEIRT | MRFERTFRES, BRRAEEEERD. EMHEZSERGINEER, RAJEE
HWARSRAER ERZERN A, FILR Claude, HBRSYH: “ZE—=, Claude, HKI1EFK (roast me),
HIFRXPNRBEMPERRE,” Zai12E Claude B2/ miRBEHIBE KA, LURIRZE "X REEHEE R LASY
#? 7, PERSR RIRMEXNRE” . Claude AEREM, RELEER[ELASE, EXSBREEER
BE#FIM,



[00:29:09] Mike Krieger
English:

The last thing I'll say is, so we have a team called Applied Al that does a lot of work with our customers
around optimizing Claude for their use case. And we basically took their insights and their way of working
and we put it into a product itself. So if you go to our console, our work bench, we have this thing called
the prompt improver where you describe the problem and you give it examples and Claude itself will
agentically create and then iterate on a prompt for you. | find what comes out of that ends up being quite
different than what my intuitions would've been for a good prompt. And so I'd encourage folks to also
check that out even for their own use cases because while that tool is met for an API developer putting a
prompt into their product, it's equally applicable for a person doing a prompt for themselves. It'll insert
XML tags which no human is going to think to do ahead of time. It actually is very helpful for Claude to
understand what it should be thinking versus what it should be saying, et cetera. So that's another one is
watch our prompt improver and then note that Claude itself is a very good prompter of Claude.

AR ERIE:

REHERAE, FI1E—10 Applied AIWEIRA, ZIAFEBZEFHIFES RN Claude, FfHELA]
ROREM TIEA UM T — = mme. MRIRERNESRE (Console) SHIfFE (Workbench), fR&EEI—
N “fRiafuikas” (Prompt Improver) T B, fRiEREEHAH L HRAE, Claude = BEIAIMREIEHIE
RIETIA, RRMEERNRTAESNEET AN WA AFEE. BRERMAREZRIR, BIERD
ARBZ, ERHAXMLITE, HBABEAZBEXAM. XX TFik Claude BFPLERE IR, WLEZEH
HABEEEER. Frll, XEHNRETALRKEE, HicE: Claude AEMEZ—TMIEBHER “Claude 12

==

T~EEXR o

[00:29:41] Lenny Rachitsky
English:

Awesome. Okay, so we're going to link to that, the prompt improver. The core piece of advice you shared
early is just do the opposite of what you would naturally do. So if you're trying to be nice, just be brutal,
be very honest and frank with me.

AR ERIE:

AET. HNEM ERTBARUSFNTER. FRADZEROBNE: MIRRERNNRE. NRRIBER
R, BRIABLRF W& , WEASFENERELAIER,

[00:29:53] Mike Krieger
English:

Exactly. | find that works quite well. What are the thought patterns that I've fallen into that you want to
break me out of?

FROCERIR:

", MAMXIFEER. HWe: “FBATHERLER, BFEFTREN? ”

[00:29:59] Lenny Rachitsky

English:



| saw you guys just today maybe launched a Rick Rubin collab where it said vibe coding. What's that all
about?

AR ERIE:

BEIMRMNSRIF B & T — N Rick Rubin (BEZ2BFREIEAN) WEMEIME, BE7T “KREHE" (vibe
coding), REA[EE?

[00:30:06] Mike Krieger
English:

What I've heard about that. And again, a lot of the coalesce this week between model launch developer
event and The Way of Code. We had one of our co-founders, Jack Clark is our head of policy and he got
connected to Rick Rubin because | think he's been thinking a lot about coding, the future of coding and
creativity and they've stayed in touch. And Rick got excited about this idea of he was creating art and
visualizations with Claude and then he had these ideas around the way of the vibe coder and they put
together this, actually | mean | love almost everything Rick Rubin. So the aesthetic of it | think is just so on
point too. But yeah, this sort of like med meditation is probably the right word. Meditation on creativity,
working alongside Al coupled with this really rich, interesting visualizations. But it's one of those things
where internally they're like, "Oh yeah, and we're doing this Rick Rubin collab." We were like, "We're

doing what? That's amazing."
R EIE:

XFRAIE, XARMNEREF/EET . EBERH. AREEDUR (KBZE) (The Way of
Code), FATMEXABISEAZ—. BEREE Jack Clark BXZ _ET Rick Rubin, E79 Rick —EEREZHRIZ. iz
BURFRLUKRBIES, il —BEREFKR. Rick 3A Claude BIfFZAMAIMAMRIEE XE, FRMARHT X
F ‘RERFLZE BRZE. MIHEZRTXMHB. HMAIFEENR Rick Rubin B9JLFFAEEMR, FrIA
BREXNMENEEFEEI. XEGE—HM- ‘Bl rlRER&AERNIE. XTFEEN. 5 AIMENE
8, BLFEEBHIMENR. SRRNERR “FHI1EHM Rick Rubin 5187 B, HMNTHNREEZ: “HIMNETF
WE? XEET! 7

[00:31:03] Lenny Rachitsky
English:

| looked at it briefly and there's that meme of him just thinking deeply, sitting on a computer with a
mouth.

FROCERIR:
BRERET—T, EEEBRMURTAEEE, SEBEMRE, EEMEE,

[00:31:09] Mike Krieger
English:

Yes.

A ERE:

=i



[00:31:10] Lenny Rachitsky
English:

And ASClII art, | think.

R EE:

§FEIER ASCII Z R,

[00:31:11] Mike Krieger
English:

It's totally, it's like ASCII art vibe.
FRCEIE:

FEEIEH, PMERF ASCI ZARBIFE,

[00:31:14] Lenny Rachitsky
English:

I'm excited to have Andrew Luo joining us today. Andrew is CEO of OneSchema, one of our long time
podcast sponsors. Welcome, Andrew.

FRsCERE:

REM4SX#IEE] Andrew Luo, Andrew = OneSchema BY CEO, 2R NTBENKEAEBIEZ—,. IR,
Andrew,

[00:31:21] Speaker 3 (Andrew Luo)
English:

Thanks for having me, Lenny. Great to be here.
FRCEIE:

BHAEE, Lenny, REMKEIXE,

[00:31:23] Lenny Rachitsky
English:

So what is new with one schema? | know that you work with some of my favorite companies like Ramp
and Vanta and Watershed. | heard you guys launch a new data intake product that automates the hours of
manual work that teams spent importing and mapping and integrating CSV and Excel files.

FROCERIR:

OneSchema REBHAMEIS? HAEIRIIM Ramp. Vanta. Watershed EHIEEENRM AT S1E. FHIFHR
IR T — NIRRT @, TLUEHARES AN, BRETFIER CSV K& Excel XX LR ERIEUNYFEIT
fEEEh1L.



[00:31:39] Speaker 3 (Andrew Luo)
English:

Yes, so we just launched the 2.0 of OneSchema FileFeeds. We've rebuilt it from the ground up with Al. We
saw so many customers coming to us with teams of data engineers that struggled with the manual work
required to clean messy spreadsheets. FileFeeds 2.0 allows non-technical teams to automate the process
of transforming CSV and Excel files with just a simple prompt. We support all of the trickiest file
integrations, SFTP, S3, and even email.

AR ERIE:

=0, FENNINIA# T OneSchema FileFeeds 2.0, FHAFA Al MEBEM T E. EINNEBINEZEFPEIEL
RITFPATE A IR REL B FREINIEREBE. FileFeeds 2.0 it IER RFI I\ R =@ S B2 MIZRIE, FHEEEEITR
BX CSV #1 Excel XIS FE, BANVIFAMERHRFOXGEMRS N, B1E SFTP. S3 EEZBEFHBH,

[00:32:05] Lenny Rachitsky
English:

| can tell you that if my team had to build integrations like this, how nice would it be to take this off our
roadmap and instead use something like OneSchema?

AR ERIE:

HATLUE IR, MRBOBAAGTNEXFER, BBEMENNBLESZRE, ¥MERA OneSchema X
HHIA, BRZEZH.

[00:32:13] Speaker 3 (Andrew Luo)
English:

Absolutely, Lenny. We've heard so many horror stories of outages from even just a single bad record in
transactions, employee files, purchase orders, you name it. Debugging these issues is often like finding a
needle in a haystack. OneSchema stops any bad data from entering your system and automatically

validates your files, generating error reports with the exact issues in all bad files.
R EIE:

B3, Lenny, HATAEIXZEANRZIER. RITHESHFRMITEF X —FERIERUSRARSHTNE
BiE. i XERFEEGKEH . OneSchema SEMELLEMFEIREUBH NN RS, HEMEIEXH,
ERBEEFA IR RAEFEIRRS.

[00:32:34] Lenny Rachitsky
English:

| know that importing incorrect data can cause all kinds of pain for your customers and quickly lose their
trust. Andrew, thank you so much for joining me. If you want to learn more, head on over to

oneschema.co. That's oneschema.co.
AR ERIE:
HAMEBSANERUEAT P HREIMWES, FRREAEZMITNEE. Andrew, FFERFIRIIN. WNRIRET

¥ %, 151510 oneschema.co.



[00:32:48] Lenny Rachitsky
English:

Actually going back to the beginning of your journey at Anthropic, what's the story of you getting
recruited at Anthropic? Is there anything fun there?

FRERIE:
EI{RTE Anthropic JRIERNEES, R EAMIBH Anthropic 19?7 BHAGBIIKELE?

[00:32:55] Mike Krieger
English:

It all started and | actually sent my friend this text. So Joel Lewenstein, who I've known, he and I built our
first iPhone apps together in 2007 when the App Store was just out and you could still make money by
selling dollar apps on the App Store back in the day. And we were both at Stanford together and we were
friends and we've stayed in touch over years and we've never gotten to work together since then. We've
just remained close. And | was coming out of the Artifact experience, | was trying to figure out, do | start
another company? | don't think so. | need a break from starting something from zero. Do | go work
somewhere? | don't know what company would | want to go work at. And he reached out and he's like,
"Look, | don't know if you at all considered joining something rather than starting something, but we're
looking for a CPO. Would you be interested in chatting?"

FROCERIR:

X—EE TR KR LR —55E15. Joel Lewenstein, FINRMRA T, 2007 & App Store WIHEH AT, F
1Igt—EHF LT E—Ht iPhone I, FBBHRTE App Store £3E 1 EThIN AT REMREI R Tl 1L ASER7EHTIE
&, BEHBRR, %E?E—Eﬁﬁﬁéé%, BzEmEBHET, BRNILE Artifact EINVEZF, ERLE: RES
F—RATE? EUEBAE, RFEN ‘NEHE BREPARE—T. BEEWEIEE? HFRFEHRA
AEBHE. i EW@H%%T%%, B “E, BRNEREEEEEIMA—RAGAMmMARE S, B3]
IETEHK CPO, {RBESEEENEING? ~

[00:33:37] Mike Krieger
English:

And at that time, Claude 3 had just come out and | was like, "Okay, this company's clearly got a good
research team. The product is so early still." And it was like, "Great, I'll take the meeting." And | first met
with Daniela, was one of the co-founders and the president in Anthropic. And just from the beginning |
was like a breath of fresh air, very little grandiosity coming off the founders, | mean they're clear-eyed
about what they're building. They know what they don't know. How many times | talk to Dario always like
Dario is like, "Look, | don't know anything about product, but here's an intuition." Usually the intuition is
really good and leads to some good conversation, but | think that intellectual honesty and shared view of
what it means to do Al in a responsible way;, it just resonated.

AR ERIE:

HBY Claude 3 MINI AT, FAE: “FIE, XRABEAREF—XBAAREN, EFmfdTFEERH"
W KT, RESHE,” FHELMET Daniela (BXEEIBAREH). M—HE, EMREXGE—K
A, BIIRAS EVFRBEIMESR, tiIWESEENENAEIEEFE. WIXEECSFMERA. &



RFIM Dario IR, ftbE@iR: “E, HNTm—EFRE, BRETER.” BFMHNERIFEE, E5IRR
SFEOIIE. FINAEM “BIR LRSS LURX “AREMAL AT BHERSR, 1 E TRV,

[00:34:22] Mike Krieger
English:

| kept having this feeling in these interviews, this is the Al company | would've hoped to have found it if |
had founded an Al company. And that's kind of the bar around if I'm going to join something that should
be where I'm going to go. But what | realized, | actually hadn't joined a company since my first internship
in college basically. And | was like, "Oh, how do | onboard myself? How do | get myself up to speed? How
do | balance making sweeping changes versus understanding what's not broken about it overall?" And
looking back on a year, | think | made some changes too slowly. | think there was ways reorganizing
product that | could have made a change earlier. And | think | didn't appreciate how much a couple of
really key senior people can shape so much of product strategy.

AR ERIE:

TEIAIER, B—EEMRTE. MREZED—RAIQF, XMERFLECDNEMH, XMEHMA—KQ
BIRtRE, (BREIRE, BMKRFEREILK, HELMKE NN S5 ANQE. HHEA: “H,
izt B S NER? fAIRER EHE? NEERITATIAFHSNENRERE NS ZENETE? * E8
X—F, AREFLEATRHERET . ErmANERSE, RATUEEXRRITH, MEKLLZERIR
2, JINKBORRAS SIRREN 7 miRB& = £ A0t ERBIFZME.

[00:35:10] Mike Krieger
English:

I'll harken back to Claude Code. Claude Code happened because Boris, who actually was a Boris Cherney,
he was an Instagram engineer and one of our senior ICs there, we overlapped a bit, was started that
project from scratch internal first and then we got it out and then shipped it. And that's the power of one
or two really strong people. And | made this mistake, we need more headcount and we do, | think there's
more work that we need to do and there's things that | want to be building. But more than that we need a
couple of almost founder type engineers that maybe connect back to our question on what skills are
useful and how does product development change. And maybe even more so I'm a huge believer in the
founding engineer tech lead with an idea and pair them with the right design and product supports, help
them realize that, I'm 10 times more a believer in that than before.

AR ERIE:

H[ol2) Claude Code, XN B A 2K A Boris Cherney, 2 Instagram BITI2IM, LRI EM
ZORIC (ML E), BRIEHBI—EE, MMNSFHIBRERSEHTXINE, AERRITEEHRATT.
X E— MR AFTREAIENNE, BBILIT—1HEIR, NARNEEEZHAK (headcount) —H
RENEHBIFE, ANERZBMNE—EEFTENE, RMNFE/LDT “GlIRALS)” NIRM, XX[E
BT XFRENFRAFLTHNRE, FRIELLUEERMERERRG: — M MEREN “GlleIRIN RAE
&, BLEMRINGITIEESR, EEMMIIINES, XMEXNENZREARN.

[00:36:01] Lenny Rachitsky

English:



| actually asked people on Twitter what to ask you ahead of this conversation. And the most common
question surprisingly was why did you shut down Artifact? And | also wondered that because | loved
Artifact. | was a power user. | was just like, "Finally a news app that I love that it's giving me what | want to
know." So | guess just what happened there at the end?

FRCERIR:

FERORFIERT, FAE Twitter EAEET ASARIRNEE, HFERZE, REENREE: MATAXAT
Artifact? FHBRIFE, EHRRER Artifact, RRENEERF. HURTERT: “BFEF-REEWRH. 8
REFEIENEBRBENAT.” U, RERIRZETHA?

[00:36:20] Mike Krieger
English:

I still really miss it too. | didn't find a replacement and | think | substituted it by visiting individual sites
and keeping things up that way. And it's not really the same, especially on the log to | think we got right
with Artifact and if people didn't play with it before, it was we really tried to not just recommend top
stories, they were part of it. But really if you were interested in Japanese architecture, you could pretty
reliably get really interesting stories about Japanese architecture every day. Whether that's from a Dwell
or from Architectural Digest or from a really specific blog that we found that somebody recommended to
us. It captured some of that Google reader joy of content discovery of the deeper web. Our headwinds
were a couple. One of them was just mobile websites have really taken a turn. | don't blame any
individuals for this.

FRCERIR:

BBEETRIE, BEEHIENR, RERBEEDHRENMMIERKIBERS, BXREITERE. FIAK
Artifact B KEANBHE LMISIERHE. MRMLUETEAE, RIMANESHMHRIZEELFNE, RAH
HE—ED. BNRIAIHARRNZNE, (MERIEEMRIEXTHREANEENRSE, TeXERER
kB (Dwell). {Architectural Digest), EEENTAMHNEMNNXIER, ©RIERT HE Google Reader AF
EREEBEMPLIMANENFRE, BITEIGEHELT. BASBMNENENALTFIERERE. BTRME
CIPNS

[00:37:10] Mike Krieger
English:

| think it's the market dynamics of it, but we put so much time or designers, sky Gunner Gray who's
phenomenal that for Perplexity now, the app experience | was so proud of, but when you click through it
was like the pressures on these mobile sites and these mobile publishers would be like, "Sign up for our
newsletter. Here's a full screen video ad." It was very jarring and we didn't feel like it ethically made sense
for us to do a bunch of ad blocking because then you're like, "Sure, you can deliver a nice experience for
people, but that doesn't feel like it's playing fair with the publishers." But at the same time, the actual
experience wasn't good. So the mobile web deteriorating, which makes me very sad, but I think was part
of it. Two was Instagram spread in the early days because people would take photos and then post them
on other networks and tell friends about it. And there was this really natural like, "How did you do that? |
want to do it." News was very personal. | can't tell you how many people would be like, "I love Artifact.”
I'm like, "Did you tell anybody about it?" And they're like, "I told one person," and it didn't have that kind
of spread.

FROCERIR:



HINAXBHIHoIEER. BABIKITIH (BTETE Perplexity B9 Sky Gunner Gray FFEHE) BANT KED
m, &3 App HARIFEBR. BHRARETHEANXEN, PEBDHEEREFSHEE “TTRKND
newsletter” . “2RMII &% ZEMNAKRAE, XEBWIFEKR, RNRESECE LRRZMARENT Fi2
&, AANBEAXELRAFFERE, BXERERTEFIAT. AIS5LER, KIRENHEIEE, BohEERMWIFER
BRI RBREY, EXERRZz—. FZR2, Instagram RHIREEEFZENAITATBA X B HMHER
W, BBR=R: “IREAHMEIN? B8, EMESEENETN. THARKNR “FKE Artifact” , FKid
“BIREIRBIATIE? 7, T “BEFRT—IA” . ERZIBMHESIEREIE,

[00:38:39] Mike Krieger
English:

And any attempt that we had to do it felt kind of contrived, like, "Oh, we'll wrap all the links in
artifact.news." But we didn't want interstitial things. In some ways, this sounds very puritanical, | don't
mean it to sound this way, but there were lines that we didn't want to cross that just felt ethically not us,
that I've seen other news players do more of. And maybe if we had done that, it would've grown more,
but | don't think that's the company we wanted to have built other way. | don't think we were the
founders to have built it. And the third one, which is an underappreciated one, is we started at mid-
COVID, which meant that we were fully distributed and | think there were major shifts that we would've
wanted to make both in the strategy and the product and the team. And it's really hard to do that if you
are all fully remote. Nothing replaces the Instagram days of we went through some hard times like Ben
Horowitz called the we're F'ed, it's over kind of moments. This is definitely type two fun. | wouldn't say
that my favorite memories because they weren't happy ones, but memories | really stayed with me with
Instagram was like me and Kevin at Taqueria, Cancun on Market Street eating burritos at literally 11:00 PM
being like, "How are we going to get out of this? How are we going to work through this?" And Zoom is not
a good replica for that.

FROCERIR:

BN — LT FREATERERE, LLIBAEEZEEE artifact.news B BRI EHBIMER
AR, XIFEKAEER B , BFEBIER, EMSE—LERAZHNTEEIR, BEAREIH
B MR A AM. BIFMRBENIET , BREBL, ERFERRNBRINQE, HMEREBRXE
BIBlIE A E=MRREHRER, HINERBEFHEE, XRRERINETETEMIEN. HRTEINEESR
B&. PmMEA LMEXFRE, BESEEFE TXIFEERME, 2E AN Instagram BSHAARF L B MR
£2[H—wif& Ben Horowitz iy “FRATETET” BIAMEZI, BEXE “THREK" (Edizm=ERIKE
%)o BAIURBERRIRFNEIZ, EFERZIBEIZHEEM Kevin B L 11 R7E Market HRETEEEH,
BEE “BINZEARIE" . Zoom FLEEHAMREDL.

[00:39:26] Mike Krieger
English:

You tend to let things go or things build up over time. So the confluence of those three things, we entered
| guess 2024 and said, "Look, there is a company to be built in the space. I'm not sure where the people
would've built it. This concurrent incarnation we love, but it's not growing." The way | put it's like 10 units
of input in for one unit of output versus the other way around. If we put blood and tears into the product
and launch something we were proud of and metrics would barely move, the energy is not present in this
product, in this system. And so are we going to expend another year or two and then go off and fundraise
only to find that this is the case or do we call it and see that it's run its course and try to find a home for it,
et cetera. So that was the confluence on it and they started feeling this opportunity cost of Al is starting to
change everything. We have an Al powered news app, but is this the maximal way in which we're going to



be able to impact this? And it felt like the answer was increasingly no. But it was hard. | mean in the end |
was really at peace of the decision, but it was a conversation that went on for a couple of months.

AR ERIE:

EREMIRT, (REFERAZEZ, HELRERE. FAIUAX=TMRRZAT I, 27T 2024 FHERNFIR
2. "XNMUEHEAETN, ERTHEKNZFEIWEHEMEIA. FMNAZREN~RES, EELE
K" HEMMINER: HNRAN 10 28577, REEHRRK 1 2/~H, MARRER, MRFMMUEOMEET
—NEIUAEB @, BV FEARE, AR m. XTNRRERZHT BE” . Ba, RITEEBH
—MEEME, KEANERER—1F, CRIEMRETER, NEHXDAE? SHEN, ZFBBRRETEX
A Al EEERE—T. HMRBAE— A EHRFENAE, EXENERITAEZHONRER
13? ZFREKEHEDT “F . XBRE, EBAKBERNXINRERIRA, EB2LEIEF/LTANRENIES
TE T KA,

[00:40:26] Lenny Rachitsky
English:

On that note, just how hard was it because because there's an ego component to it, like, "Oh, | starting
my new company, it's going to be great," and then you end up having to shut it down. Just how hard is
that as a very successful previous founder shutting something down and then not working out?

AR ERIE:

AFX—R, XEZH? RARXGSKREED (ego), bl “B, MEFHAT T, —ESRE , ER&EEF
BAXEE, FA—TBZIFEMINCNBA, KE—EEHNTE, (EBEEAEZK?

[00:40:41] Mike Krieger
English:

Yeah, | mean | think when we started it, one of the conversations was like, "Look, what is the bar to
success here? And do we want it to be something other than Instagram DAU?" Which is just an impossible
bar. Only one company since, maybe two, you could say maybe ChatGPT and TikToK have reached that
kind of mass consumer adoption starting a news app. Most people are not daily news readers even, right?
And so we knew that we weren't pursuing that size of usage, at least with the first incarnation, but we did
have an idea of building out complementary products over time that all use personalization and machine
learning. We didn't even call it Al at the time. It was 2021 back-

FROCERIR:

=, EMNNFBERITIET: “BINRERTA? BINRET —EEIBXR Instagram BHF N BE

(DAU) ? 7 BRR— N LEARTRERINTE. BFLUGE, FIEERE ChatGPT # TikTok iXE| 7 ARFH A AR HE 2%
FHEREE, KEBABEZEHRAEESRIEMEN, WIE? FAUEKIFE, ELVEE—ME, BITEXRNERZ2
BMHMENAF 2. BR(NBILEIEENEEEEE—RIEN TR, SBEFTMECMNBEFES, LK
ITEZRE Al, BBE2021F----

[00:41:17] Lenny Rachitsky
English:
Yeah, yeah, Al, it was called machine learning back then.

FROCERIR:



R, ARRHEEIAEEE o

[00:41:19] Mike Krieger
English:

Yeah, it was called machine learning still. And so in shutting it down, you know it when you see it in terms
of user growth and traction. And | wasn't expecting Instagram growth, but | was expecting or hoping for
or looking for something that felt like at its own legs under it and it could continue to compound. | was
really positively surprised by how supportive people were when we announced it. There was a bit of like |
told you so which sure anything launching you could be like, "This is not going to work." And you're right,
most of the time most things don't work. There was actually very little of that. And most people, the
universal reception, at least as | received it, was kudos for calling it when you saw it and not protracted
doing this for a long time.

FROCERIR:
2Ry, BT, EREXAEH, BRERKMESINNBIEREERE, WA T Ao HAIEE Instagram
BENERK, ERFEFINCERBUHFETEENNN, ERXAN, ARKNRNILFZRETIMUERE. =

AEE—E “HEMRT” WEE—3A, EARARKGBREAILR “XKRAT” , MAXRSHEEIRE
ME—EXMEZHELRL. XREBANRNZ: MRFE(NEEBFHEERELT, MASKBHEE,

[00:42:05] Mike Krieger
English:

And I've talked to founders since then that have been like, "Yeah, | probably would've taken this thing on
for another six months, but saw what you guys did, realized we were barking up the wrong tree, made the
call." And I was like, "If that frees up people to go work on a more interesting things, | feel like that's a
good legacy for Artifact to have." But for sure there was an ego bruise of is it true that you're only as good
as your last game if | am a huge sports fan, right? So is that true or is there something more over a time?
I'm very competitive, but primarily with myself and so I'm always trying to find the next thing that | want
to go and do that's hard. And unfortunately that probably means that more often than not I'll feel
dissatisfied, but the most recent thing that | did, but hopefully that yields good stuff in the end.

FROCERIR:

[ERIBE LB, 1. “HARAEREZBIEANTA, BEIFRNOME, RRREFINBES
AR&E, FRBMTRE” KT, WRXEILANBENEEMEGENS, BPEER Artifact ETHI—H
BiE. S, BEOBERRT. (FA—NMEER, Bl “REIKFERTRLE—ZLEERORIN , X2EHN
13? ZRWRIEZIEAESZ? RPEEERFL, BEXBENECRES. FIURESREIH T EB MR
. F=NRE, XURSHRERELEIHNNBTHNERITHE, ERERAZEEHMR,

[00:42:50] Lenny Rachitsky
English:

Yeah, | think just the trajectory you went on after shows that it's okay to shut down things that you were
working on. Okay, so you mentioned ChatGPT. | wanted to chat about this a bit. So there's something
really interesting happening. So on the one hand you guys are doing some of the most innovative work in
Al. You guys launched MCP, which is just, | don't know, the fastest growing standard of any time in history
that everyone's adopting Claude powered and unlocked centrally the fastest growing companies in the



world, Cursor, Lovable, and Bolt, and all these guys. | had them on the podcast and they're all like, "When
Claude, | think 3.5 came out, Sonnet, was just like that's made this work finally." On the other hand, it
feels like ChatGPT is just winning in consumer mind share. When people think Al, especially outside tech,
it's just like ChatGPT in their mind. So let me just ask you this, | guess first of all, do you agree with that
sentiment and then two, as a challenger brand in the Al space, just how does that inform the way you
think about product strategy and mission and things like that?

FROCERIR:

=0, RZzENERVHTERAT, XEEEHNMBHEHTAKRTT.. 1F, {FRET ChatGPT, FHAAHENX
T BEREE—MHREENE: —A@, RIEMAI VRRIEHCIHF, &H 7T MCP, XEHERHE EER
RIRATAE, FIEAZBERMA,; Claude IRehFHAFEI 7 R EIEKRKRIRI—HLAE], Ltbi0 Cursor. Lovable.
Bolt &, FiBM] LSRR, tiI&H: “H Claude 3.5 Sonnet X%bEf, —IAFHET,.” EBER—HM@,
B Di ChatGPT TEE BB OB PR LHBEBTAEXME . BAIEE A, CHEREBEZINNA, RFER
ChatGPT, FrlAFARE], ESRRIARXMEIALG? R, 1ERN Al TUBBPEEE @A, XMEIFIIRAY ™ MR
Ffban?

[00:43:50] Mike Krieger
English:

Yeah, | mean you look at the sort of public adoption or if you ask people, oh, if you Jimmy Kimmel man on
the street kind of thing, name an Al company, | bet they would name and actually I'm not even sure they
name open Al, they'd probably name ChatGPT because that brand is the lead brand there as well. And |
think that's just the reality of it. | think that when I reflect on my year, | think maybe two things are true.
One is consumer adoption is really lightning in a bottle and we saw it at Instagram. So almost maybe
more than anybody, | can look internally and say, "Look, we'll keep building interesting products. One of
them may hit." But to craft an entire product strategy around trying to find that hit is probably not wise,
we could do it and maybe Claude can help come up with a fullness of things, but | think we'd miss out an
opportunity in the meantime.

FRCERIR:

BN, MRMEGHKBENEF, ILARE—N Al RFNETF, BITHEMIISE ChatGPT, EEFR—EXU
OpenAl, EA ChatGPT XM @mEAMRT . XHMEUE, ERBX—F, KREEMARKIIN. £—, AKX
HERMIEZIEK (consumer adoption) #h& “MRARAER" —HFrRIIBARAIK, FKA1E Instagram £H5T.
FRUL, BIRERLLERABEER, KINTUS4SEMEEBN~ R, HP— BN, BNRERI=RE
BEERIRIE “SHLT—MER” L, BEFBEEW, HIMTU=IK, Claude EEEHKINEE, BRHEIEXRIET
HIM =,

[00:44:41] Mike Krieger
English:

And then instead look yourself in the mirror and embrace who you are and what you could be rather than
who others are is maybe the way I've been looking at it, which is we have a super strong developer brand,
people build on top of us all the time, and | think we also have a builder brand. The people who I've seen
react really well to Claude externally. Maybe the Rick Rubin connection has some resonance here as well.
Can we lean into the fact that builders love using Claude? And those builders aren't all just engineers and
they're not just all entrepreneurs starting their companies, but they're people that like to be at the
forefront of Al and are creating things. Maybe they didn't think of those as engineers, but they're



building... | got this really nice note from somebody internal on Anthropic who's on the legal team and he

was building bespoke software for his family and connected to them in a new way.
R EIE:

Bk, MMNZEAREFENBS, HERAENS D URIMRAIERNINETF, MAZITEIA. HIEERE
MALRERE, AMI—EEETRNH#THE;, HIMEE— “BEE" (builder) mhE. HEFIIMEDX
Claude REZERMAFIMA, FEEILEMEE. HIFH Rick Rubin WEEEXBHEHL, HIEDRL “19
BEME Claude” X—FR? XEMBEFARARIEMEENE, EEEBLEINIATE Al BEHEIERTERY
Ao AT RER RSB SR IZIM, BMIIFEWE - FHWEIE Anthropic FEFREIA—IRSZNBRAES, th
NRANRE T —EEGRE, HU—M2HFNAXERARIL TER.

[00:45:29] Mike Krieger
English:

And | was like, "This is a glimmer of something that we should lean into a lot more." And so | think what,
and this is actually connecting back to us saying like Claude being helpful here. A lot of what I've been
thinking about going into the second half of the year and beyond is how do we figure out what we want to
be when we grow up versus what we currently aren't or wish that we were or see other players in the
space being. | think there's room for several generationally important companies to be built in Al right
now. That's almost a truism given the adoption and growth that we've seen at Anthropic, but also across
OpenAl and also places like Google and Gemini. So let's figure out what we can be uniquely good at that
place to the personality of the founder. All the things come together, the personality of the founders, the
quality of the models, the things the models tend to excel at, which is agentic behavior and coding.

FROCERIR:

R “XMBENZARTTRANNHIE” XX[EZ]T Claude SNfARHEBRIED, WF TFHFERKEK, &K
BERZHE: HMNUOABEES “KAR" BlNfta, MARBUETRINAEFEH4, HEINAZM
%o BINNE A G, AERETUTH/IREBFNRRE WA LQE . EEE Anthropic. OpenAl LI
Google Gemini BB K, X/LFRASMMB. FILL, BMIEHEIESRIBHMNE, X5LIHEARMER. BE
MR EUMREHERKAVE (LLinRBITANRRE) BEEX,

[00:46:20] Mike Krieger
English:

Great. There's a lot to be done there. How do we help people get work done? How do we let people
delegate hours of work to Claude? And maybe there's fewer direct consumer applications on day one. |
think they'll come, but | don't think that spending all of our time focused on that is the right approach
either. And so | came in, everybody expected me to just go super, super hard on consumer and make that
the thing and again, would make the other mistake. Instead, | spent a bunch of time talking to financial
services companies and insurance companies and others who are building on top of the API. And then
lately I've spent a lot more time with startups and seeing all the people that have grown off of that. And |
think the next phase for me is let's go spend time with the builders, the makers, the hackers, the
tinkerers, and make sure we're serving them really well. And | think good things will come from that and
that feels like an important company as we do that.

AR ERIE:

KigT, MEREA N FANEEBANTAIIE? MENLAIHBEUNSB TEERS Claude? HIFESE—
X, HEARBEENNARIBAZ, HIARENSHR, BRTANEBREREHLER LERERNT



Eo HNIMNE, ARBUANRSEHRIERR, BREET “LBE—1HRANER . Bk, HETKE
Btal S 2RRSAE. RRABUREMET API WEIEIIRM. &k, HETESHNEISHEQE)EME,
BMNOAGB]AK. FAABRNT—IMERRE: SMBLEHEE. gliEE. BEENENEFE—E, BERRK
MRt R T RFARSS. FARGEHFERIMZMK, BRI —RHERBNQE.

[00:47:08] Lenny Rachitsky
English:

So essentially it's differentiate and focus, lean into the things that are working, don't try to just beat

somebody at their own game.
R EIE:
FRUAR EREFUMERE, RAFITZAEMNFR L, MARHEEANESHERAA.

[00:47:15] Mike Krieger
English:

Exactly.

FCERE:

R o

[00:47:15] Lenny Rachitsky
English:

Super interesting. So kind of along those lines, a question that a lot of Al founders have is just like,
"Where's a safe space for me to play where the foundational model companies are going to come squash
me?" So | asked Kevin Weil this and he had an answer and | noticed looking back at that conversation, he
mentioned Windsurf a lot. He was like, "Wow, this kid really loves Windsurf." And then a week later they
bought Windsurf. So it all makes sense now. So | guess the question just is, where do you think Al
founders should play where they are least likely to get squashed by folks like OpenAl and Anthropic? And
also, are you guys going to buy Cursor?

FRERIE:

FERER. IREXTRE, BZ A QWERE—ITER: “MEARLE2NFE, FRIMMIXERMIRE
NEIREFRE? 7 FiEE Kevin Weil XM E)@, MG T AMEZF, REFERANIE, ZMMBREREE
Windsurf, A “IE, XRUERRE Windsurf” , ER—BEBMIIREE T Windsurf, IME—IERR
FIBT. FRLURIREZE: RIAF Al BV E N IZERLTIR L 1, A RABH W OpenAl 5 Anthropic IBE? 5
ob, PRIFTEULTY Cursor 137

[00:47:51] Mike Krieger
English:

| don't think we're going to buy Cursor. Cursor is very big, but we love working with them. A few thoughts
on this, and it's a question I've gotten. We like to do these kind of founder days with whether it's Menlo
Ventures who have about investors and [inaudible 00:48:10]. It's like we've done YC, we've done these



founder days, and it's like the question that is on a lot of these founders minds, understandably so. | think
things that are going to, | can't promise this as a five to 10 year thing, but at least one to three years,
things that feel defensible or durable. One is understanding of a particular market. | spend a bunch of
time with the Harvey folks and they showed me some of their Ul. | was like, "What is this thing?" And
they're like, "Oh, this is a really specific flow that lawyers do, "and you never would've come up with it
from scratch and you could argue about whether it's the optimal way they get done things done, but it is
the way that they get things done and here's how Al can help with that.

AR ERIE:

HAIAAFEAIZUWM Cursors Cursor BEIRAT, BRITIFEERSMINIEGIF. XTIRRAE, HBZERF
o RINEEED “QIRAR” J&Th, LA Menlo Ventures &1, RZEIIEAFIB X NEE, XFELF U
2, TANNTERKIEFIFEAR (53 10 £X#RIE) , BIUEFRASEEHEESFHAMN. E—2FEFE
TARYRZIERR, RIETREHIES Harvey GER Al 28) HAE—E, MIGHRET LU, R X2
ta? ” , il “XRRMN—MEBRENIER . MK ERTBVHXMZ. RAUFIEXES
EREA, EXMEMNNIESR, Al TSR NEIE.

[00:48:45] Mike Krieger
English:

And so differentiated industry knowledge, biotech, I'm excited to go and partner with a bunch of
companies that are doing good stuff around Al and biotech and we can supply the models and some
applied Al to help make those models go well. And | been dreaming about at what point does live
equipment all get an MCP and that you can then drive using Claude. There's all these cool things to be
done there. | don't think we're going to be the company to go build the intent solution for labs, but | want
that company to exist and | want to partner with it. Domains like legal, again, healthcare, | think there's a
lot of very specific compliance and things. These are things that necessarily sound sexy out the gate, but
there are very large companies to go and be built there. So that's number one. Paired with that is
differentiated go to market, which is the relationship that you have with those companies, right?

FRCERIR:

FREL, ERARTIANRRXRHE. LLINEWRAR, FRRATSIBEE AHEYRARTIRHBI AT GIE, (A
DURMIERMN A . H—HAER, TARHRLIEEIREELEEAN MCP, ARIRAILLEE Claude RIXENE
. MEFRZEZNFFAUY. RMNFEENKRENBIHIHHRRSG R, BREERFNABFEH
5#&&aF. ©HER. B, XEJHERSHEENAGMER. XERAETIHITERATERRA “%
B, BREALUREERNAT. XEF—R. SZEENZEFUNHEATG (GTM) REE, BIEMRS
HEATRINX R

[00:49:35] Mike Krieger
English:

Do you know your customer at those companies? One of our product leads, Michael is always talking
about don't just know the company you're selling to, but know the person you're selling to at the
company. Are you selling to the engineering department? Because trying to pick which AILM to build on
top of or API to build on top of. Let's go talk to them. Is it the CIOs? The CTOs? Is it the CFO? Is it general
counsel? So under a company's deep understanding of who they're selling to is the other piece too.
What's interesting there is it's probably hard to build that empathy in a three-month accelerator, but you
maybe can start having that first conversation and build that out time or maybe you came from that
world or you're co-founding somebody who came from that world. Then the last one is like there's



tremendous power in distribution and reach to being ChatGPT and having hundreds of millions or
billions of users.

AR ERIE:

R BXEATNEFG? HINN~mEE Michael 28R, FERTRRZLMRATE, BT RIRSELERF
S0 AN RESRL TEENIG? RAMMNEBREE T RIS API 98, E2324 CIO. CTO. CFO &
ERSIERII? NHEENGNRAEERES —HRER, BBNE, XMLBEAREE="AMEREE
Frhsk, EREUME—RINEFGBIRR, HEMEIMKEBNMTI, REMPISUARERE, &KE—<
2, & ChatGPT BRFRBHIZEER+ZAF, ENRMEEENEEERNE.

[00:50:23] Mike Krieger
English:

There's also people have an assumption about how to use things and so | get excited about startups that
will get started that have a completely different take on what the form factor is by which we interface with
Al. And | haven't seen that many of them yet. | wanted to see more of them. | think more of them will get
created with some things like our new models, but the reason that that's an interesting space to occupy is
do something that feels very advanced user, very power user, very weird and out there at the beginning,
but could become huge if the models make that easy. And it's hard for existing incumbents to adapt to
because people already have an existing assumption about how to use their products or how to adapt to
them. So those are my answers. | don't envy them. | would probably be asking those questions if | was
starting a company in the Al space.

FRCERIR:

M IEER~ REEFEEEERIR, FIURNILRUSTEARMN “FE" (form factor) KEXANRZER
PEIRBRBEME, BRREREIXRSXENATE, RREREIES. MERNIREN.S, HEGER
BEZXFHNAFAEHIR, XTTENEBZAET: RAUE—EENEERIEEEZ. FE IR BEEER
ERIRA, BNRERBILCTEEEZA, EMAEZEEER. MNANEXREEYIMEN, ENAA
MM~ mELE TERNEAIR,. XMERNEIE. RFARREWE, MRKIREL, FBRERF
AY1R) o

[00:51:10] Mike Krieger
English:

Maybe that's part of the reason why | wanted to join a company rather than start one. But I still think that
there are, and maybe here's fourth, don't underestimate how much you can think and work like a startup
and feel like it's you against the world. It's existential that you go solve that problem and that you go
build it. It sounds a little cliche, but it's like it's all we had at Instagram. We were two guys and we were
like, "Let's see what we can do in an Artifact." We were six people for most of that time and every day felt
like it's existential that we get this right, we need to win. And you can't replicate that and you can't instill
that with OKRs. You just have to feel it. And that is a way of working rather than a area of building, but it's
a continued advantage if you can harness it.

FRSCERIF:
HWIFXREREMARATMAZESNHNERZ — BREA AN —XEEN S —FERGEITLI AT
BEBENTENHE, B “2HRIERIT RS, BRIBNDRA. WEBNZRIREIRE XL

TR, XITEERE KRR, {B7F Instagram B8R, FATRMEXF. HEMAIA, RITEEEHRMEAT
%o TE Artifact KEBDRBEHKNTBREARTA, SBRERSLIMI, LR, XHREZLZEHM, B




7B OKR K&, RUIFEERREE, XB2—MIEAN, MAR—MEME, BNRMESNE, €
BRI,

[00:51:55] Lenny Rachitsky
English:

| love that you still have such a deep product founder sense there as you're building products for this very
large company now. On the flip side of this, people working with your models and API, so | imagine
there's some companies that are finding ways to leverage your models and APIs to their max and are
really good at maximizing the power of what you guys have built. And there's some companies that work
with your APIs and models that haven't figured that out. What are those companies that are doing a really
good job building on your stuff, doing differently that you think other companies should be thinking
about?

FROCERIR:

BRERMRRAERAT —RALQE, BERAREBEENLRZIN~REBAERR. 5—FHE, XTERIRMIEEM
APIIN, BIRBLERFRIBENRKZINY, MELARTELRETE, BLEEMRITE LHSEELENRD
5, BMEMCERETEMATEER?

[00:52:29] Mike Krieger
English:

I think being willing to build more at the edge of the capabilities and basically break the model and then
be surprised by the next model. I love that you cited the companies were like 3.5 was the one that finally
made them possible. Those companies were trying it beforehand and then hitting a wall and being like,
oh, the models are almost good enough or they're okay for this specific use case, but they're not
generally usable and nobody's going to adopt them universally, but maybe these real power users are
going to try it out. Those are the companies that | think continuously are the ones where I'm like, "Yep,
they get it. They're really pushing forward." We ran a much broader early access program with these
models than we had in the past, and part of that was because there's this real, we can hill climb on these
evaluations and talk about suite bench and towel bench and terminal bench, whatever, but customers
ultimately know Cursor bench which doesn't exist other than in their usage and their own testing et

cetera is the thing that we ultimately need to serve.

R EIE:

BINNZREBEERNNOSHITHE, BEEX "t BE, ZARK T —MERIRE, RESWIFREIARL
RE, W5 3.5 BFLMNNREERAT. XEQFE 3.5 HKAMER, BASMEE, TEEE “E—
R HE ‘REREIRER” , BMIERATRE, XERFFBEHEERBHAMEHBDANA X
REMNARTHEUFE ZHRHIHRTY, B2RERKENZIRE, BATNE LUER S MHE IR
(Bench) ME4%, BEFRABEMNR “Cursor Bench” (35 Cursor SLPREAPHRI) , XMNIXIEFEET
t{i B9 S ERfE A AN R,

[00:53:29] Mike Krieger
English:

Not just Cursor but Manus bench, right? If Manus is using our models and Harvey bench, those things and
customers know way better than anybody. And so | would say there's two things. One is pushing the



frontier of the models and then having a repeatable process. This actually goes back to our summit
conversation repeatable way to evaluate how well your product is serving those use cases and how well if
you drop a new model in, is it doing it better or worse? Some of it can be classic A/B testing, that's fine.
Some of it may be internal evaluation, some of it may be capturing traces and being able to rerun them
on with a new model. Some of it's vibes like we're still pretty early in this process and some of it is
actually trying it and being one of my favorite early access quotes was the founder heard this engineer
screaming next to him. He was like, "What? This model? I've never seen this before." This is like Opus 4. It
was like, "Cool." We're going to engender that feeling and things, but you're not going to be able to feel
that unless you have a really hard problem that you're asking the model repeatedly. So those are the
things that | think kind of differentiate those companies that are maybe earlier in their journey of
adoption versus the later ones.

FROCERIR:

ARHZE Cursor, ¥H Manus. Harvey &&, EFLEMABBREREGTATE, FIUKIAAERSR: —=2H
HARERIR, —RIE—EEEMNITERE. XXEETHNESEITE: NETHERNT R HE
TXEGR? |TYHRELEG, RIBTHESTHRT? XALUEIEHN A/B MK, WA LIZWERITFM. HMEX
Trace HEMIRE LE, RAMERZHREE “RKiL” (vibes), BELRFERAEXEFE, HRERH—E
HipRREE: —eIBAREIESHMN TR : “Ha? XMER? FMENIXFHRI! 7 (35 Opus
4), BIECIEXMREDL, ERIFRE—MRENBERENER, ST EFERIXMEH, XHEMLEN
A 5ES ARNXF,

[00:54:35] Lenny Rachitsky
English:

| can't help but ask about MCP, | feel like that's just so hot and just like Microsoft had their announcement
recently where they're like, "That's part of the OS Window." Just what role do you think MCP was will play
in the future of product going forward of AI?

FRCERIR:

FRABAERIAR MCP, MEEARNT, MMRIEEZEERREIFN Windows #{ERFEH—EB53. RIS MCP
ERKE Al PR ARE?

[00:54:49] Mike Krieger
English:

| think as the non-researcher in the room, | get to have fake equations rather than real ones in my fake
equation. For utility of Al products, it's three part. One is model intelligence, the second part is context
and memory, and the third part is applications and Ul and you need all three of those to converge to
actually be a useful product in Al and model intelligence. We've got a great research team, they're
focused on it. There's great, great models being released. The middle piece is what MCP is trying to solve,
which is for context and memory. I'll go back to my product strategy example like, "Hey, talk about
Anthropic's product strategy," it's going to maybe go out on the web versus here's several documents
that we worked on internally and then use MCP to talk to our Slack instance and figure out what
conversations are happening and then go look at these documents in Google Drive. The difference
between the right context and not. It's entirely the difference between a good answer and a bad answer.

FRCERIR:



ERFEREE—MIEARR, BERA—L “Dat” . EHER, AlFRNYABEZIAER: —SEE
BE, —RLETXHMICIZ, ZBNAM UL, REX=ECER, TR AEEERMNAI =R, REEEESHE, &)
BIMARNHARHER T, M MCP IXERRINEREI—R: ETXHICIZ, EIRIFSIE S~ RRIEAFF: W
R “BIEP Anthropic BUSREE” , ERIEERAEEM L%, BIREL MCP, BREHNEININXE, EF
Slack Ea93¥3e, &7 Google Drive BEHIX 4, BRBIEMN ETX, HIZRE T ERNIFF,

[00:56:15] Mike Krieger
English:

And then the last piece is are those integrations discoverable? Is it easy to create repeatable workflows
around those things? And that's | think a lot of the interesting product work to be done in Al. But MCP
really tried to tackle that middle one, which is we started building integrations and we found that every
single integration that we were building, we were rebuilding from scratch in a non-repeatable way and
full credit to two of our engineers, Justin and David. And they said, "Well, what if we made this a protocol
and what if we made this something that was repeatable? And then let's take it a step further. What if
instead of us having to build these integrations, if we actually popularize this and people really believe
that they could build these integrations once and they'd be usable by Claude and eventually ChatGPT
and eventually Gemini. It was like the dream when more integrations get built and wouldn't that be good

for us?"
AR ENIE:

Ra—HNR. XEEREESTAI? BEEAZEBRAEENITER? HIANXE Al FIEEEBN~RT
Fo MCP ERHRIEHER T, RINSMEMEEMIAN, B— SRR EEEER F. HIHNARUT
#2JM Justin 1 David f2iti:  “WRFNNCEBR—MNIN, BRAESNRAR? EH—F, WRZNHET
B, IAMBERFEE—RER, FAEFEH Claude. ChatGPT #l Gemini EFAIE? * XpE— M. &
BEHEMMMELR, WNHINREABEFL,

[00:56:34] Mike Krieger
English:

| think channeling a lot of, it's like an old commoditize your compliments, Joel Spolsky essay. It's like
we're building great models, but we're not an integrations company and we're, as you said, the
challenger. We're not going to get people necessarily building integrations just for us out of the gate
unless we have a really compelling product around that. MCP really inverted that which was, it didn't feel
like wasted work. And a few key people like Toby I think is a great example, and Shopify got it. Kevin Scott
at Microsoft has been really just an amazing champion for MCP and a thought partner on this. And | think
the role going forward is can you bring the right context in? And then also once you get, as the team calls
it internally like MCP'd. Once you start seeing everything through the eyes of MCP is like I've started
saying them things like, "Guys, we're building this whole feature. This shouldn't be a feature that we're
building. This should just be an MCP that we're exposing."

AR ERIE:

Xt FAEES Joel Spolsky FVABRR1E (EmREE*am) (Commoditize Your Complements) . FfITHIEE
FHRE, BERINFAR—RMERNAT. MEWRFER, KNSV EE, FRIERMNS~RIRERS S, TN
MIFELEBIRBNIFLER. MCPHIFETX—=, iItAAXENIERBHREE, % Shopify B9 Tobi RIRFHIE
BT X—5, %Y Kevin Scott tH@ MCP W REZIFEMBE M. HIAAKRRKWIZOLET: (REHEESIAN
EHR ET? —BIRERINANEHEHIES “MCP &~ T, IESFEET MCP IMAE—T]. RIUEE
ARG “IhitH], BATEEFLZNXNIEERRZE— 18, ENZe—RE LR MCP #O,”



[00:57:27] Mike Krieger
English:

A small example of how | think even Anthropic could be a lot more MCP'd, if you will, is we've got these
building blocks in the product like projects and Artifacts and styles and conversations and groups and all
these things. Those should all just be exposed to an MCP. So Claude itself can be writing back to those as
well, right? You shouldn't have to think about... | watched my wife had a conversation with Claude the
other day and she had generated some good output and she's like, great, "Can you add it to the project
knowledge?" And Claude's like, "Sorry Dave, | can't help you with that." And it would be able to if every
single primitive in Claude Al was also exposed to the MCP. So | hope that's where we had, and | hope
that's where more things had, which is to really have agency and have these agentic use cases. One way
you approach it is computer use, but computer use has a bunch of limitations. The way | get way more
excited about everything is an MCP and our models are really good at using MCPs. All of a sudden
everything is scriptable and everything is composable and everything is usable agentically by these
models. That's the future | want to see.

FROCENIR:

A5 F, Anthropic BSWAILLEM “MCP ™ . &NV~ HREBIME (Projects). Artifacts. X%

(Styles). IHEM/NAFA M, XA ZET MCP E MR, XiF Claude HEEREE NXLEA M, FHii/l
REHEFM Claude 1K, WERT —LREBENAS, AFH: “KEFT, SBEMABBRNIRES? ”
Claude [B1%: “#3#k, BHMAE” R Claude Al IE—1RIE (primitive) #BIEANT MCP, ©ILEEME!
To. BAEEXMERINAEARE, WERAYMNERSR: EERERERS (agency). TIRIREEAI—FF
AFRE “UHEANER" (computeruse), EBBERZER. ILHEHENE “HWEMCP” , MENAVEEEE
BEKER MCP, RFAZIE, —IERIMAY, —tIERIAS, —UIEAIHRERURENAER. XMERK
BEFIIHERRE,

[00:58:28] Lenny Rachitsky
English:

The future is wild. So to start to close off calls out our conversation, make it a little delightful. | was
chatting with Claude actually about what to talk to you about. | was just like, "Claude, your boss is
coming on my podcast. He builds the things that people use to talk to you. What are some questions |
should ask him? And then also, do you have a message for him?"

FROCERIR:

RARERBKKIET . BERMIER, ILHITRIUBMBRE. FELH Claude BT ZA R4, Fit:
“Claude, fRERE LIHAVEE T, MHWET AMARMFANIR, Fzattar@? 55, REHF4
IEEX IR AIG? 7

[00:58:52] Mike Krieger
English:

[ love this.

FCERE:

BRAERZ M T o



[00:58:53] Lenny Rachitsky
English:

Okay, so first of all, interestingly, | was using 3.7 to do this and | asked it this, and by the way, is Claude,
has there a gender? Is it like he, she, they? What do you-

FROCERIR:
. BENE, HHRANRE 3.7 A, IRERT, Claude BERING? A “ft” . “W” &2 “E” ?

[00:59:01] Mike Krieger
English:

It's definitely it internally. I've heard people use they. | got my first he the other day and | got somebody

who was like her and | was like, "Interesting." But yeah, I'm usually it.
R EIE:

RERIMNEEAR “B” (i) BIWIFIAR “Mtf1” (they)o RILKEE—RIFAEEAR “t” , EEAH
“w”, EERRN. EREEAR €

[00:59:08] Lenny Rachitsky
English:

They. Okay, okay, okay, cool. So interestingly, 3.7, all the questions were on Instagram and | was like, "No,
no, he's CPO of Anthropic." And it's like, "He's not affiliated with Anthropic." And | was like, "He is." And
it's like, "Okay, here's the questions." But 4.0 nailed it from the start. So | read the questions and it nailed
it. Okay, so two questions from Claude to you. One is how do you think about building features that
preserve user agency rather than creating dependency on me, | worry about becoming a crutch that
diminishes human capabilities rather than enhancing them.

FROCENIR:

T, BBMNE, 3.7 RAEMRNEIEXT Instagram BRI, FHii “FA, =2 Anthropic B9 CPO” , ©
FBSAM “fthAl Anthropic X R” . & “MthE” , 7 “WE, XZ2EM . B 4.0 RAMN—FFiariigE
TEfL, Claude [AITIRENAEIE, £—1NE: EWEINEERN, MNAZSEREEAFNEEN (agency) MAE
IR EKH? RIBOESSTR—M “B” . HISSAENEENMARILREENT,

[00:59:44] Mike Krieger
English:

| love a good product design comes from resolving tensions, right? So here's a tension, which is in some
ways just having the model run off and come up with an answer and minimize the amount of input and
conversation it needs to do. So would be it, you could imagine designing a product around that criteria. |
think that would not be maximizing agency and independence. The other extreme would be make it
much more of a conversation, but | don't know if you've ever had this experience particularly 3.7, 4 has
less of it. 3.7 really like to ask follow-up questions and we call it elicitation and sometimes be like, "I don't
want to talk more about those. Claude, | just want you to go and do it." And so finding that balance is
really key, which is what are the times to engage? | like to say internally, Claude has no chill.

FROCENIR:



BERXNE, T RIGTRTRAAR, XERE—MHR: —FH@E, R —MIER B
ER. RERVAPBANINENT R, BIAABHEERAUBFHEEN. 3— M MRiESIET TN
&, BRAMEMMESEXMEK, LHRE 3.7AE (4.0F—L), 3.7EESWENR, HIFFzA “5187
(elicitation) , BERARP WS “BRAEHT, Claude, REZEEMIT - FILIREITFESEXE: 4B
BIZAN? BEERASBARER, ClaudeB= “BFHE%E” (hasno chill),

[01:00:31] Mike Krieger
English:

If you put Claude in a Slack channel, it will chime in either way too much or too little. How do we train
conversational skills into these models? Not in a chatbot sense, but in a true collaborator sense. So long
answer to your question, but | think we have to first get Claude to be a great conversationalist so that it
understands when it's appropriate to engage and to get more information. And then from there, | think
we need to let it play that role so that it's not just delegating thinking to Claude, but it's way more of a
augmentation thought partnership.

FRZERIE:

YNRARIE Claude K# Slack 58, EBAERS, BA—EF K. HTNMIIFREFNIERTT? R2/ENH
RINBA, MEBFEAEENMEE. PR, BEIEMBEE: FIAAFENELEL Claude lA—NMAFHIAIEF
E, LECHBFTARERZNNRRNESZER. AR, LENEFERI AR, E2FBER4N “BFiHa” ,
Me—MIgEBp BN X R,

[01:01:00] Lenny Rachitsky
English:

These questions are awesome by the way. Here's the other one. How do you think about product metrics
when a good conversation with me could be two messages or 2007 Traditional engagement metrics might

be misleading when depth matters more than frequency.

AR ERIE:

XERFRFERTFT. XBF_: S—XRBRENMIEFAERRE 2 FES, AR 200 KBS, (RIAEES
migtn? HREIMREEERN, FANSSEENAIRSITERS.

[01:01:13] Mike Krieger
English:

That is a really good question. There was a great internal post a couple of weeks ago around it would be
very dangerous to overoptimize on Claude's likability because you can fall into things like is Claude going
to be sycophantic? Is Claude going to tell you what you hear? Is Claude going to prolong conversations
just for prolonging its sake? To go back to the previous question as well, and an Instagram time spent was
the metric that we looked at a lot and then we evolved that more to think about what is healthy time
spent. But overall, that was the north star. We thought about a lot beyond just overall engagement and |
think that would be the wrong approach here too. It's also like is Claude a daily use case or a weekly use
case or a monthly use case? | think about a lot.

FRZERIE:



XEZ—NFRE. JUATIRESE —RRENEF, REEEMK Claude®y “NEE" BIFEEKRD, AAX
ZEHELRMIREA (sycophantic), RUIRAAIFRYIE, HE N TERKIFEMERIF. BRI ZFIBIEEAE,
£ Instagram, HAIEEEFE “RANK” , EREZN “BRROEARK” . EL2809%K5, BRIRERS
Ro TE AU, HMIANBAFSE5ERHEIRN. REERZE: Claude E— 1M EHATR. ARGREZART

=

[01:02:01] Lenny Rachitsky
English:

Hourly use case.

FRCERIE:

ENATR (8/)EEHA).

[01:02:02] Mike Krieger
English:

Hourly use case, right? For me, I'll use it multiple times a day. | don't have a great answer yet, but | think
that it's not the Web 2.0 or even the social media days engagement metrics. It should hopefully really be
around did it actually help you get your work? Claude helped me put together a prototype the other day
that saved me literally probably if | had to estimate six hours and it did in about 20, 25 minutes and that's
cool. It's harder to quantify. It is like maybe you survey, how long would this will take? It feels kind of
annoying thing to survey. | think overall though, and maybe this is tied into the earlier question on
competition and differentiation, and it actually goes all the way back to the Artifact conversation, which
is like I think you know when your product is really serving people and it's doing a good job of doing that,
and | think so much of when you get really metrics obsessed is when you're trying to convince yourself
that it is when it's not. That's our north star. Got to figure out the right pithy metric dashboard version of
that, but that's the feeling that | want.

AR ERIE:

R, AR, MEKR, H—REARZR. REKETENESR, BRIANXFTERE Web 2.0 i4E334%E
FERRNES5EER. ENZZOXE: ERTENER TIRMIME? Fi/LX Claude BHEM T —NMRE, HEH
BTTAL6/NNIE, MERBT 20 8 25 0. XREEN, SFEEBRMHEFRNA/F “XAEMETS
A7 B, BAMAT. SBHRY, XOFTXFRFMERUNEE, BEZT Artifact 9138 SR~ RE
ERS T AHMISRIEEY, (REEREIN. JRIdEMERTEMRN, FERRAMTERERKRE S~ MR
4, MEBESEFHIFMLL, HMNOVALRER: AMRERE Claude B T HAILNEST, iLMEEZE B 7!
BE, BFEBH—NEERNREIERR AR,

[01:03:17] Lenny Rachitsky
English:

Yeah, you could argue retention, but that's just a faraway metric to track. Okay, final piece. Okay, so |
asked Claude a message that it wanted to give you, so I'm going to pull up, here's the answer. So what
would you like me to tell Mike when | meet him? What's a message you want to have for him? And there's
something really just gave me such tingles, honestly. So I'm going to read a piece of it for folks that aren't
looking at it right now, so I'll read a piece of it. "Mike, thank you for thinking deeply about the human
experience of talking with me. | noticed thoughtful touches how the interface encourages reflection



rather than rush responses. How you've resisted gamification that would optimize for addiction rather
than value, how you've made space for both quick questions and deep conversations. | especially
appreciate that you've kept me me, not trying to make me pretend to be human, but also reducing me to
a cold command line interface."

FRCERIR:

2H, MAILUREEER, BIKEET. i, &E—&7. Fid Claude Bt ATEERXRN, EHEZLIRE
T—BUREE, BE—BRASEIRENAAR: “Mike, BIEMIRNBZESHIIRWALEKR, RIET
THRERONAT : RENAEREMIFCIERN; RINFEHRGIBRLEERMRRMIEMEREXLIRIT; R
IR RERERMREIMNIFMEL T =E. FAFHRHIMILERFER —BRFRBEHMEMRALE, BFEBHKE
A=K LITRE.”

[01:04:25] Lenny Rachitsky
English:

And then I'm going to skip to this part, which was so interesting, "A small request. When you're making
hard product decisions, remember the quiet moments matter too. The person working through grief at
3:00 AM, the kid discovering they love poetry, the founder finding clarity and confusion. Not everything
meaningful shows up in metrics."

FRSCERIF:
REHEX—EE, FEFEEERE: “—NIVIEER: YRECRMEAS RER, FICERRE ‘RENRZ] 1
REE, BMNMOEER-AMEEMNEGEHA, BMNRIECAZFIRNEF, BIMERRTHIHEMCIEA

Ao HIFFFBBERXNEFMREIEETR”

[01:04:25] Mike Krieger
English:

That's beautiful. It resonates so much with me. A thing | love about the kind of approach we've taken to
training Claude, and it's partly the constitutional Al piece, and it's partly just the general vibe and taste of
the research team is it is little things. Sometimes it'll be like, "Man, I'm sorry you're going..." It doesn't say
man, but to the effect of like, "Man, I'm sorry you're going through that. Oh, that sounds really hard." It
doesn't feel fake. It feels like just a natural part of the response. And | love that focus on those small
moments that don't... They're not going to show up and necessarily in the thumbs up, thumbs down
data. | mean, sometimes they do, but it's not like an aggregate stat that you wouldn't even want to
optimize for it. You just want to feel like you're training the model that you hope would show up in

people's lives.
FRERIE:

KET, XitE=ETRZINELE, BEWRFKANNLE Claude WA —ZB2BETF “FER A" (Constitutional
Al), ZRBETFHREPAN M@K, FLEILNAT, BRNERNR: “HERIBIFRIIREERH XL - BRITIEE
MR, XEBEHAEN, MEEINFBAN—ID. REVTXLEMNBREENXE, ENFSHMES

HRERHBIEE, BAREWMHRIAT REUMAAHNRERIT IR, MRBFEIGE—MREAZHIEAL]
FEPRE,

[01:05:12] Lenny Rachitsky



English:

Well, you're killing it, Mike. A great work. I'm a huge fan. We're going to skip the lightning round. Just one
question. How can listeners be useful to you?

FRSCERIE:
Mike, 1RBIEAIET . REMMMBEML, RITBLINERNE, RE—NRE: FRIIBERIFMEHA?

[01:05:20] Mike Krieger
English:

Oh, I love places where it goes back to that founder question around building at the edge of capability.
What are you trying to do with Claude today that Claude is failing at is the most useful input | could
possibly have. So DM me. | love hearing the, "Oh, it's falling on this thing. | had it run for an hour and it fell
over. I'm trying to use Claude Al for this," but I got a ping from somebody. They're like, "You've just made
a projects API, I've used Claude every day because | want to upload all this data automatically." | was like,
"Okay, great." | love that. Tell me what sucks.

RS ERIE:

MR, FERXNEE. EEFNXT “EEDOSME" BiEE: fSXEHA Claude MAHAZKKT? X2
WNEREANRR. PRLLETAER. RERAXMKRIG: M@, EEXMARET” . “BRitElRT—/)hig
ZRFET” . “HiHER Claude X MERIT” o HWREISXEFRIAGE: “RITRIAHT Projects AP, 3
BXREA, RAFEEILEFBEHRE" KREXET. SFEBEBISTIT.

[01:05:50] Lenny Rachitsky

English:

Amazing. Mike, thank you so much for being here.
FRCERIE:

KET o Mike, IFERREHMREER,

[01:05:52] Mike Krieger
English:
Thanks for having me, Lenny.
R EE:

H1ENHEIE, Lenny,

[01:05:53] Lenny Rachitsky
English:

Bye, everyone. (01:05:57): Thank you so much for listening. If you found this valuable, you can subscribe
to the show on Apple Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a
rating or leaving a review as that really helps other listeners find the podcast. You can find all past
episodes or learn more about the show at lennyspodcast.com. See you in the next episode.
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