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This is the complete bilingual (English-Chinese) transcript for Lenny's Podcast featuring Nick Turley, Head
of ChatGPT at OpenAl.

[00:00:00] Lenny Rachitsky
English:

You were a product leader at Dropbox, then Instacart. Now, you're the PM of the most consequential
product in history.

RS ERIE:

fRE 2 Dropbox # Instacart I~ miAsiA. MIE, REHLE LRARMANSRE~mEE,

[00:00:05] Nick Turley
English:

| didn't know what | would do here because it was a research lab. My first task was | fix the blinds, or
something like that.

FROCERIR:
HYRFIERX) LEETFHA, BAXBURMEMHRLRE. ZOE-—MESIFEREEEHE 2K,

[00:00:11] Lenny Rachitsky

English:

When someone offers you a rocket ship, don't ask which seat.
A EiE:

HENBIBRLEAE, Al EER.

[00:00:13] Nick Turley

English:

We set out to build a super assistant. It was supposed to be a hackathon code base.

R EE:

BTSN BERERILI— “BRABF . ERXRZ—TEEMN (Hackathon) BIIEAIEE,



[00:00:16] Lenny Rachitsky
English:

What was it called before?

R EE:

ELUFIMNtARF?

[00:00:17] Nick Turley
English:

It was going to be Chat with GPT-3.5 because we really didn't think it was going to be a successful
product.

FRSCERIE:
AFATEN “5 GPT-3.5 X" , AABRIURENEEEFESMA— NI o

[00:00:21] Lenny Rachitsky

English:

And then Sam Altman is just like, "Hey, let me tweet about it."

R EE:

SAIETEYE - B8 (Sam Altman) Filt: IR, ERAMERRITXE”

[00:00:23] Nick Turley
English:

This is a pattern with Al, you won't know what to polish until after you ship. My dream is that we ship
daily.

FRZERIE:
X2 Al STUER—MER . EAHZAT, TIEATMEZITERE, RNZEERITTUESRLHHRE.

[00:00:28] Lenny Rachitsky

English:

By the time people hear this, they're going to have their hands on GPT-5.
R EE:

AR ERIBRERY, INIZEBLA L GPT-57,

[00:00:31] Nick Turley

English:



About 10% of the world population uses every week. With scale comes responsibility. It just feels a little

bit more alive, a bit more human. This model has taste.
FR3ZEIE:

£ 10% WAOEBEHEERE. MREA, JEER. ERIEEGENN, BERAL. XMEERE ‘@
K" B

[00:00:38] Lenny Rachitsky

English:

Kevin Weil, your CPO, said to ask you about this principle of, "Is it maximally accelerated?"

R EE:

RIVERE”@E (CPO) HIX « Ei/R (Kevin Weil) itIRIEIRXT “BEEBHRAMREME? ” XMRM.

[00:00:43] Nick Turley
English:

| just really want to jump to the punchline, "Why can't we do this now?" | always felt like part of my role

here is to just set the pace and the resting heartbeat.
FpERIE:

BREBRREERIER. “NAKNREREMBXDT? * F—HREREXENBIRTETMZIRE TRNHE
AR “BEEOET

[00:00:49] Lenny Rachitsky

English:

Everyone is always wondering, "Is Chat the future of all of this stuff?"
R EE:

SPABEFET: “WiE (Chat) EMEX—IRIARRKE? ”

[00:00:52] Nick Turley
English:

Chat was the simplest way to ship at that time. I'm baffled by how much it took off, even more baffled by
how many people have copied.

FRCERIR:
MERHNEERENAH . HANENANEREERIRE, ENEXAZATERGXMEINEEI T,

[00:01:58] Lenny Rachitsky
English:

ChatGPT is now driving more traffic to my newsletter than Twitter.



AR ERIE:

ChatGPT IMENEKAMETEEIF (Newsletter) HHRAHRECLZBIL T Twitter,

[00:01:02] Nick Turley
English:

That is the type of capability that has been incredibly retentive. I've been really excited about what we've
been doing in search.

FROCERIR:
EMBEENRBRBNAFEF. BN ERERTUEFMIEIEBREIFE N,

[00:01:06] Lenny Rachitsky

English:

Can you give us a peek into where this goes long-term?
FRCEIE:

REEL AN TR — T XENKIAEMD?

[00:01:09] Nick Turley

English:

ChatGPT feels a little bit like MS-DOS. We haven't built Windows yet, and it will be obvious once we do.
R EE:

ChatGPT RE5iE = MS-DOS. FEANTE &ML “Windows” , E—BfitHR, —IHMETFEMS o

[00:01:15] Lenny Rachitsky
English:

Today, my guest is Nick Turley. Nick is Head of ChatGPT at OpenAl. He joined the company three years
ago, when it was still primarily a research lab. He helped come up with the idea of ChatGPT and took it
from 0 to over 700 million weekly active users, billions in revenue, and arguably the most successful and
impactful consumer software product in human history. Nick is incredible. He's been very much under
the radar. This is the first major podcast interview that he has ever done, and you are in for a treat. We
talk about all the things, including the just launched GPT-5.

FROCERIR:

SRMNERZRRE - 457 (Nick Turley), B3 OpenAl B ChatGPT fati Ao MME=FEBIMAAT, HBSHR
EFERZRIMARIRIRE, tB5MET ChatGPT, HHMEM 0 KB 7ZRERKAF. H+HZETE
W, BRILIRZRAERSE L&A REEMAOEERRG™R. ERIERFE, BM—EHREE, XIEft
HHE—REBRBEX, AREBET. RI=2WR5AmE, SERRNERRL GPT-5,

[00:01:50] Lenny Rachitsky



English:

A huge thank you to Kevin Weil, Claire Vo, George O'Brien, Joanne Jang, and Peter Deng for suggesting
topics for this conversation. If you enjoy this podcast, don't forget to subscribe and follow it in your
favorite podcasting app, or YouTube. And if you become an annual subscriber of my newsletter, you get a
year free of a bunch of incredible products, including Lovable, Replit, Bolt, n8n, Linear, Superhuman,
Descript, Wispr Flow, Gamma, Perplexity, Warp, Granola, Magic Patterns, Raycast, ChatPRD, and Mobbin.
Check it out lennysnewsletter.com and click, "bundle". With that, | bring you Nick Turley.

FROCERIR:

JE 5 =% Kevin Weil, Claire Vo, George O'Brien, Joanne Jang #1 Peter Deng A AR IHERINANER, INRIR
EVEXMER, IS THERAD YouTube EITIH. MRIRAFIFEK Newsletter WEEITHE, RAIUARERT
—ERN—RFIRNFE= 5, B3 Lovable, Replit, Bolt %, 1&iAinl lennysnewsletter.com H = "bundle”,
TE, LtERIERR - 5,

[00:02:21] Lenny Rachitsky
English:

This episode is brought to you by Orkes, the company behind open source Conductor, the orchestration
platform powering modern enterprise apps and agentic workflows. Legacy automation tools can't keep
pace. Siloed, low-code platforms, outdated process management, and disconnected API tooling falls
short in today's event-driven, Al-powered agentic landscape. Orkes changes this. With Orkes Conductor,
you gain an agentic orchestration layer that seamlessly connects humans, Al agents, APIs, microservices,
and data pipelines in real time at enterprise scale, visual and code-first development, built-in
compliance, observability, and rock-solid reliability, ensure workflows evolve dynamically with your
needs. It's not just about automating tasks, it's orchestrating autonomous agents and complex workflows
to deliver smarter outcomes faster. Whether modernizing legacy systems or scaling next-gen, Al-driven
apps, Orkes accelerates your journey from idea to production. Learn more and start building at
orkes.io/lenny, that's orkes.io/lenny.

AR ERIE:

ETIBH Orkes #5Bh, Orkes @FFRINE Conductor BEHIAE, X2—RAIMA B BEEETIIER

(agentic workflows) #RMEMANNEHFE. FHANBCTACTER LS K. EHSEHTE. Al RERY
BeedEgBEd, MINECETFENINNAEEECIEE N, Orkes 8T T X—~, @I Orkes
Conductor, fREILURE—MEEEAREHR, TEWMIR TLRTEEREAL. Al FEEAE. AP HMERSMEIE
B, EXHAIMARMAIBMETLY, NESMME. AIUNENRSTEE. XTXUNEESEot, B
HHEB EEREAEFE R TIER. 1510 orkes.io/lenny TEE %,

[00:03:22] Lenny Rachitsky
English:

This episode is brought to you by Vanta, and | am very excited to have Christina Cacioppo, CEO and co-
founder of Vanta, joining me for this very short conversation.

FROCERIR:

AE T HHH Vanta 28, HIEFESHBIFE Vanta WERERITE RSB AR EEHFER - £77K (Christina
Cacioppo) MINXELEFZRIITIE,



[00:03:31] Christina Cacioppo

English:

Great to be here. Big fan of the podcast and the newsletter.
R EE:

REFKEXE, HEXMERM Newsletter BB 22,

i)

[00:03:34] Lenny Rachitsky
English:

Vanta is a longtime sponsor of the show, but for some of our newer listeners, what does Vanta do and
who is it for?

FRSCERIE:
Vanta @&TMKEAEEENE, EBXFHIARFN, Vanta SMA 4R, SRIIHE?

[00:03:41] Christina Cacioppo
English:

Sure. So we started Vanta in 2018, focused on founders, helping them start to build out their security
programs and get credit for all of that hard security work with compliance certifications, like SOC 2 or ISO
27001. Today, we currently help over 9,000 companies, including some startup household names, like
Atlassian, Ramp, and LangChain, start and scale their security programs, and ultimately build trust by
automating compliance, centralizing GRC, and accelerating security reviews.

AR ERIE:

YFEY, FAI7E 2018 FEITL T Vanta, TiETFEIRA, WEMITELILZ21tR, FHi@iF SOC2 5 1S0 27001 F&
MINE, L FENR2TERIFIAT. X, HAIHEBEEE 9000 R F (8#E Atlassian, Ramp
LangChain FX&MEIAT) Bopfly BRRER, BIEHUEM. SR GRC (RE. KNS5 EH) M
EREHBERBIUEE.

[00:04:12] Lenny Rachitsky
English:

That is awesome. | know from experience that these things take a lot of time and a lot of resources, and
nobody wants to spend time doing this.

AR ERIE:
KHET, BMNRWHHE, XEEEHEEASNRENER, MESARSEHIEIHMIXL,

[00:04:20] Christina Cacioppo
English:

That is very much our experience, but before the company, and some extent, during it, but the idea is,
with automation, with Al, with software, we are helping customers build trust with prospects and



customers in an efficient way. And our joke, we started this compliance company so you don't have to.
FRZERIE:

XERRRNOES. BMNNESZFAEL. ARG, EHEFSMSBETFRZLEE. KNEF
KR BMNATEREMAE], XFRIMABECHBROEI T,

[00:04:36] Lenny Rachitsky
English:

We appreciate you for doing that, and you have a special discount for listeners. They can get $1,000 off
Vanta at vanta.com/lenny, that's vanta.com/lenny for $1,000 off Vanta. Thanks for that, Christina.

FROCERIR:

ROGHRIIFR MBI — ). FATRIFRES THRFIME . 7E vanta.com/lenny BTLAZ 5 1000 T 55
R, STREHH,

[00:04:50] Christina Cacioppo
English:

Thank you!

FSCEiE:

ikl

[00:04:55] Lenny Rachitsky

English:

Nick, thank you so much for joining me, and welcome to the podcast.
R EE:

[B5e, FEREMRMATL], SDLKEIHER,

[00:04:59] Nick Turley
English:

Thanks for having me, Lenny.
FRCEIE:

EHAEET, Fe.

[00:05:00] Lenny Rachitsky
English:

| already had a billion questions | wanted to ask you, and then you guys decided to launch GPT-5 the
week that we're recording this. So, now, | have at least 2 billion questions for you. | hope you have a lot of
time. First of all, just congrats on the launch. It's coming tomorrow, the day after recording this. Just



congrats. How are you feeling? | imagine this is an ungodly amount of work and stress. How are you

doing?
R EIE:
BARME HZA R, ERIMIREEHNRENX—FE R GPT-5, FMUMAERBEL 210

Ao HEIFIYEZER. Bk, MBAM. MAERBRIAXRES, e, MBRENA? HEBERXEEREZA
IRARNITEEMES. (RIEGFIS?

[00:05:22] Nick Turley

English:

It's a busy week, but we've been working on this for a while, so it also feels really good to get it out.
FEiE:

XEILRN—F, ERIMNELNESETRA, FUEREAHBLRREIEIFET,

[00:05:27] Lenny Rachitsky
English:

So, by the time people hear this, they're going to have their hands on GPT-5, the newest ChatGPT. What's
the simplest way to just understand what this is, what it unlocks, what people can do with it? Give us the
pitch.

FRCERIR:

HANIFEXEREMES, IELALE GPT-5, W& ChatGPT 7, EBEXEMHA. EABTHA. A
MNeEReMtaNREEANBMHA? LENNE—T.

[00:05:39] Nick Turley
English:

I'm so excited about GPT-5. | think for most people, it's going to feel like a real step change. If you're the
average ChatGPT user, and we have 700 million of them this week, you've probably been on GPT-40 for a
while. You probably don't even think about the model that powers the product. And GPT-5, it just feels
categorically different. I'll talk about a lot of the specifics, but at the end of the day, the vibes are good, at
least we feel that way. We hope that users feel the same. And increasingly, that is the thing that I think
most people notice, right? They don't look at the academic benchmarks. They don't look at evaluations.
They try the model and see what it feels like. And just on that dimension alone, I'm so excited. I've been
using it for a while, but it is also the smartest, most useful, and fastest frontier model that we've ever
launched.

FRCERIR:

B3 GPT-5 FFEHE, HWINARASHARR, XER—REERNMBRIALE K. NRIREEIER ChatGPT AR

(FBARIB T1ZAR), REAIRELRAT —EEE GPT-40, EEFREMREEMRE, B GPT-5RIETEF
B. RRWRZAT, BIARERK, E “BAYE” (vibes) BEF, ELENBXAREN. KMNFEAFRHLE
ER%. MAEANVEREXEX—R: HINFEZARBEN, FEITGIRS, WIERRBREERENM,
XmX—HEMS, EMIFENE. RELA T —RHNE, ERFNLKEINKER. KA. KIRFNHE
B



[00:06:33] Nick Turley
English:

On pure SMARTs, one way to look at that is academic benchmarks on many of the standard ones, whether
or not it's math, or reasoning, or just raw intelligence. This model is state of the art. I'm especially excited
about its performance on coding, whether or not that's SWE-bench, which is a common benchmark, or
actually front-end coding is really, really good as well, and that's an area where | feel like there's the true
step change improvement in GPT-5. But really, no matter how you measure the SMARTs, it's quite
remarkable, and | think people are going to feel the upgrade, especially if they weren't using 03 already.

FROCERIR:

AR “IREARRE” L, AIUEIEFARE, TRENF. HIEXERNREN, XMREREEE RN
(state of the art) . HIFFINENECEREL TR, TILT SWE-bench (BREEE), EERIHRIE,
HIFE LB, HREF/XRE GPT-5 EEEMMERAH#T T, TIRIMEABEENE ], EHIFEE-, Af]

FRREXMALE, THEMNRMINE LA 03 #9iE,

[00:07:13] Nick Turley
English:

And the second thing beyond SMARTs is it's just really useful. Coding is one axis of utility, whether or not
you have coding questions or you're vibe coding an app, but it's also a really good writer. | write for a
living, internally, externally. | just wrote a big blog post that we published Monday, and this thing is such
an incredible editor. And compared to some of the older models, it's got taste, which | think is really
exciting. And to me, that's something that is truly useful in my day-to-day. And there's a bunch of other
areas, like it's state of the art on health, which is useful when you need it, but again, the thing you can't
really express in use cases or data is the vibe of the model. And it just feels a little bit more alive, a bit
more human in a way that is hard to articulate until you try it. So, feel good about that.

FROCERIR:

BRTYEER, $F_RECEEER. RESXAMN—IEE, TieMRERERNEER “RREE" (vibe
coding) 54 App. EEREMNEEENSFE. RFHEEREZARA, AR, M. HRET—RKA—X%
HIEN, XRUEERTNAAIRNNEE. SIHEREEMELL, 8 "B , XIFESAME. WHRR, X
EHELFREEEANARA. SEEMTE, e ERRSOAEBENRN. BFX&E, BELER
AASEIERANZREN BN . EREEEE. ERA, XMRERERR, BRRFER,

[00:08:06] Nick Turley
English:

And yeah, as mentioned, it's faster. It thinks, too, just like 03 did, but you don't have to manually tell it to
do that. It'll just dynamically decide to think when it needs to. And when it doesn't need to think, it just
responds instantly, and that ends up feeling quite a bit faster than using 03 did. And then maybe the thing
that's most exciting is that we're making it available for free, and that's one of those things that | feel like
we can uniquely do at OpenAl. Because many companies, | think, if they have a subscription model like
us, they would gate it behind their paid plan. And for us, if we can scale it, we will, and that just feels
awesome. We did that with 40 as well. So, everyone is going to be able to try GPT-5 tomorrow, hopefully.

FROCERIR:



me, Wafmk, eER. etk o3 WiF “BE" , BMAFTEFHIEIFE, cREFTEDTRERT R
Z, SAFETREN, E2UAMN, XILERERI 03 R1§%, RTAXENITRERIERERMEE, &K
R1SXE OpenAl MEMMIE. REBITHARAN QBB EUEMNEIEEE. EXNRITFKR, BT EM
1R, BITMESFN, XMERERE. HIX 4o LBXAMB. PRI, FEAXENAZEERXA GPT-5

[00:08:46] Lenny Rachitsky
English:

How long does something like this take? | don't know if there's a simple answer to this, but just how long

have you guys been working on GPT-5?
R EIE:
HXF— T ARAFTEZA? HANERTEERENESE, BRI A GPT-5ZA7T?

[00:08:51] Nick Turley
English:

We've been working on it for a while. You can view GPT-5 as a culmination of a bunch of different efforts.
We had a reasoning tech, we had a more classic post-screening methodologies, and therefore, it's really
hard to put a beginning on it, but it really is the end point of a bunch of different techniques that we

began for a while.
R EiE:

BINEBLMT —BREET. fRATLUE GPT-5 BEFRZWMENNER. RINEHERR, EELHNFIIL
(post-training) 7%, HAMRMERE—PEANFIENE, BEBEZHINART —EFHNSMHRARNL
&5

/1NO0

[00:09:14] Lenny Rachitsky
English:

Can you give us a peek into the vision for where ChatGPT is going, GPT in general is going? If you look at
on the surface, it's been the same idea with a much smarter brain for a long time. I'm curious where this
goes long-term.

AR ERIE:

REEILFRATFIR—T ChatGPT HEEA GPTHRRMG? MRELE, RK—EHIELEE, E—EHE “FHFN
SISE L EEERARIAR” » RIRFEERKEIER.

[00:09:28] Nick Turley
English:

So, to maybe back up a bit, now, you think of ChatGPT as, "Is this going to be ubiquitous product?" Again,
about 10% of the world population uses every week.

AR ERIE:



B—F4t, WEIREE ChatGPT BESMN— PN ELRTENm. BiR—R, £k 10% WAOESEEHER
Eo

[00:09:37] Lenny Rachitsky
English:

Holy shit.

FSCEiE:

AR,

[00:09:39] Nick Turley
English:

| think we have 5 million business customers now. It's an established category in its own right. But really,
when we started, we set out to build a super assistant, that's how we talked about it at the time. In fact,
the code base that we use is called SA Server. It was supposed to be a hackathon code base, but things
always turn out a little bit differently. So, yeah, in some ways, that is still the vision. The reason | don't talk
about it more than | do is because | think assistant is a bit limiting in terms of the mental model we're
trying to create. You think of this very personified human thing, maybe utilitarian, maybe a... And frankly,
having an assistant is not particularly relatable to most people, unless they're in Silicon Valley and they're

a manager, or something like that. So it's imperfect.
FZERiE:

BRENMWEE 500 helEF, EXRSELERAI—THANGEE, BXFLE, RFBHE, RINWERSEL
—1 “BRBIF” (superassistant) , HRE(TMBXAMEEN, FXL L, BIERAILIBEN SA Server
(BREBIFRSER) . EAZENRENAREE, BEFENEREBEERRILR—H. T, EMEEL, XMER
2. RZFIUABEEREL, ERAREKEE “BF XMIERIMMIEMENOSEREPE SRR, 83
— PN EEARKNREAE, WFRAERN---BEH, KZSBAX “WEEF HEETAHN, PRIEMIIE
EANKLIEZ XN, MUXMIHRTESE,

[00:10:24] Nick Turley
English:

But really, what we envision is this entity that can help you with any task, whether or not that's at home,
or at work, or at school, really any context, and it's an entity that knows what you're trying to achieve. So,
unlike ChatGPT today, you don't have to describe your problem in menu to detail because it already
stands your overarching goals and has context on your life, et cetera. So, that's one thing that we're really
excited about. The inverse of giving it more inputs on your life is giving it more action space. So, we're
really excited to allow it to do, over time, what a smart, empathetic human with a computer could do for
you. And | think the limit of the types of problems that you can solve for people, once you give it access to
tools like that, is very, very different than what you might be able to do in a chatbot today. So, that's more
outputs.

FROCERIR:

B3R L, FIMNSENR— M EEERTRERESHEER, TIERER. ELATKREREFER, FHHET. ©
HMERIEAR A BT, Frl, R™MESKXM ChatGPT, (FAEEETLEMAMIERRE, RACEXKE/ETIRHN



BB, AREXTMEERNLETY. XRRNFEHEN—R. SHEESEFRNENNHNZLAECES
By “fTEh=iE” o BANIEFERFILEHENENERE, BE—NHFEERER. BEEOHNA—FIIRE
F, —BRLERBHEAXETE, RENANBRNEZALFESSKOMENBEATERE. XMEES
Ykt AEAT.

[00:11:19] Nick Turley
English:

And | often think, "Okay, I'm a general intelligence. What happened if | became Lenny's intern, or
something?" And | wouldn't be particularly effective despite having both of those attributes that | just
mentioned, and it's because | think this idea of building a relationship with this technology is also
incredibly important. So, that's maybe the third piece that I'm excited about is building a product that
can truly get to know you over time. And you saw us launch some of those things with improved memory
earlier this year, and that's just the beginning of what we're hoping to do so that it really feels like this is
your Al. So, I don't know if supersystem is still the right exact analogy, but I think people just think of it as
their Al. And | think we can put one in everyone's pocket and help them solve real problems, whether or
not that's becoming healthy, whether or not that's starting a business, whether or not that's just having a
second opinion on anything. There's so many different problems that you can help with people in their
daily life, and that's what motivates me.

FROCERIR:

HEFE: “WE, RB—TERER. URFMTRENIILEZRER? " REABRNARIERLR
%, RARBASFIEN, AARUNANEXTRAZEL “XR” BEXEE, T, XAEERRNENE=
= TSRS EER HIE T #IREV ™ me. SEFLEMRMBRITNML T ERISIZI08E, XRZEFF
a8, BIFEBLERREEER “MRBA . RAHE “BRES ELMHEEMIEL, EXIANANZIEE
EFBCH Al AR AIBUASNAROR, IR ANKREE, TIEEERE. e, TERNERNE
BEIREZEN. BEEEFERSRAAILURMHED, XM2RHEI,

[00:12:16] Lenny Rachitsky
English:

So an interesting between the lines that I'm reading here is the vision is for it to be an assistant for people

not to replace people. It feels like a really important piece of the puzzle. Maybe just talk about that.
FRERIE:

BEMRIERREN—MEBRESAR: BRRBLERAANGF, MABIAA. XNFEHESIFEE
EHI—IR, HIEXNE,

[00:12:29] Nick Turley
English:

Al is really scary to people, and | understand there's decades of movies on Al that have a certain mental
model baked in. And even if you just look at the technology today, everyone, | think, has this moment
where the Al does something that was really deeply personal to them and you're thought, "Hey, Al can
never do that." For me, it was weird music theory things where | was like, "Wow, this thing actually
understands music better than | do," and that's something I'm passionate about. And so it's naturally
scary. And | think the thing that's been really important to us for a long time is to build something that



feels like it's helpful to you, but you're in the driver's seat, and that's even more important as the stuff
becomes agentic, the feeling of being in control, and that can be small things.

AR ERIE:

Al STANFRIGHSER AR, KB, JLHEMN A BEEEEANMPENT —MRENOESEE, BIEESK
AR, BESMADBEIXENNZ: AT EEIFEZRANESE, LEEE 98, AUKEHAZED .
MK, B—LFROREIR, OB HE, IRUEALBREESER , MIBERRARNTIE. L
XERAS AR, KELRHENEEEEN—R2, EME—MLREEEER, BIREZZEEMN (in
the driver's seat) HI&RFE, FEEARATSHEFRE “RIEBEML” (agentic), XMERXRTH/EMEE, HEE/)
E-

[00:13:15] Nick Turley
English:

We built this way of watching what the Al is doing when it's in agent mode. And it's not that you actually
are going to watch it the whole time, but it gives you a mental model and makes you feel in control in the
same way that, when you're in a Waymo, you get that screen, for those of you who've tried Waymo. You
can see the other cars. It's not like you're going to actually watch, but it gives you the sense that you know
how this thing works and what's happening, or we always check with you to confirm things. It's a little bit
annoying, but it puts you in the driver's seat, which is important. And for that reason, we always view
technology and the technology that we build as something that amplifies what you're capable of, rather
than replacing it, and that becomes important as the deck gets more powerful.

FRCERIR:

HMNALT AR, ILRE AL TFRERANUREEM T 4. HFERRMENS—HIJES, BE4L TR
—POVEEE, HREEI—IREER. HEEL Waymo BEhBRER, (RREIHNER, SEFNARNE
Mo MMASEMNITEE, BEILRRREIAMMEXIEREAEGEN, HEHNZEZEBEMRHEIA. BAE RN
A, BELRRTFERMA, XREE. Fit, BMEERRAMABRKIMENNERE, MAZWAMR, EE
RAZFHRMERER, X—RUAREE,

[00:13:53] Lenny Rachitsky
English:

Okay. So you mentioned the beginnings of ChatGPT. | was reading in a different interview. So you joined
OpenAl. ChatGPT was just this internal experimental project that was basically a way to test GPT-3.5, and
then Sam Altman is just like, "Hey, let me tweet about it, maybe see if people find this interesting," yada
yada, yada. It's the most successful consumer product in history, | think both in growth rate in users and
revenue, and just absurd. Can you give us a glimpse into that early period before it became something
everyone is obsessed with?

FRCERIR:

989, fRIRE]T ChatGPT BIEEIR, HRES—IMRIFEEFE: {RIIAN OpenAl Bf, ChatGPT RE—1TAERKRLE
BEH, 24 L2 GPT-3.5 W—MAH. ARFEE - BISEmME: IR, EREANMES, EEARBARRH
B, oo, ERAELEEMINERE M, TERAFERKXEZEWEIEERIZ. RELKRNTHE—T
FEMNERMRNNR Z AR RHRIERD?

[00:14:24] Nick Turley



English:

Yeah. So we had decided that we wanted to do something consumer-facing, | think, right around the time
that GPT-4 finished training, and it was actually mainly for a couple of reasons. We already had a product
out there, which was our developer product. That's actually what | came in to help with initially, and that
has been amazing for the mission. In fact, it's grown up. And now, it's the OpenAl platform with, | don't
know, 4 million developers, | think. But at that time, it was early stage, and we were running into some
constraints with it because there was two problems. One, you couldn't iterate very quickly because, every
time you would change the model, you'd break everyone's app. So, it was really hard to try things.

AR ERIE:

B, HBARLZTE GPT-4 RGBT R, HITREM—LEEFRIERENRAE. XEBARMRE. FHi1H
REZE—1T"mT, MEFARET@m. BERARVMHERBILOTYN, eNQBNEGIEEEER. FLLE
BEEKRT, WER OpenAl £5, A#H 400 HH%RE, BEIREELTREIMER, HTBE T —LRE,
FEERNAE: F—, REERBER, RASREIRE, SIWIFFAE AN App. FRARMER R
7o

[00:15:03] Nick Turley
English:

And then the other thing was that it was really hard to learn because the feedback we would get was the
feedback from the end user to the developer to us. So it was very disintermediated, and we were excited
to make fast progress towards AGI and it just felt like we needed a more direct relationship with
consumers. So we were trying to figure out where to start. And in classic OpenAl fashion, especially back
then, we put together a hackathon of enthusiasts of just hacking on GPT-4 to see what awesome stuff we
could create and maybe ship to users, and everyone's idea was some flavor of a super assistant. They
were more specific ideas, like we had a meeting bot that would call into meetings, and the vision was
maybe it would help you run the meeting over time. We had a coding tool, which full circle now, probably
ahead of its time. And the challenge was that we tested those things, but every time we tested these more
bespoke ideas, people wanted to use it for all this other stuff because it's just a very, very generically
powerful technology.

FROCERIR:

B—1MRARREES), BARINMKINRGRET “KnAPAFLZEBIRIT WER. XMRIFEIFESE
B)3ZR8Y (disintermediated) , MIXNTEEEEFE AGI BB LEVSREHE, NERESHAERELFEHEN
XFRo FRUENNZBFERZEMNBEFIE, 128 OpenAl MESL AR, HHIBYUMN, RINEALT—HEFEER
¥, BIJIEE GPT-4, BEEEMEMABZNARALREF. SMANEEBEEMERN “BEBHF . B
—LEAFNSF, tLI—MEMASNANEA, EERERZEBMREFSIN. RIMNEE—NMEEIA, I
EERRMATHRAN, hEETF, SHERITMHAXEEFICHRFE, AMMSE2EREHSMHEMSES,
NEXGHE—MIEEERNEARE AR,

[00:16:04] Nick Turley
English:

So, after a couple of months of prototyping, we took that same crew of volunteers, and it was truly a
volunteer group, right? We had someone from the supercomputing team who had built an iOS app
before. We had someone on the research team who had written some backend code in their life. They
were all part of this initial ChatGPT team, and we decided to ship something open-ended because we just



wanted a real use case distribution. And this is a pattern with Al, I think, where you really have to ship to
understand what is even possible and what people want, rather than being able to reason about that a
priori. So, ChatGPT came together at the end because we just wanted the learnings as soon as we could,
and we shipped it right before the holiday thinking we would come back and get the data and then wind
it down. And obviously, that part turned out super differently because people really liked the product as
is.

FROCERIR:

FREL, LSV TBRRERITE, HIMNBETHRESEE —AENESEERN. HNEBHITEHER
AN, fBLLETFF AT i0S App; BBEHREIABIA, SdiEHME. thil&Rm T &4 ChatGPT HIPARI—5. Ffl]
RERB—TABRIAN T m, RARIMNEEIELHAADH. FIANXZE AIN—MERX: RETEH~mA
REIEMR T AR AIRERY, UNRANBENA, MARTELLEHIE, FILL, ChatGPT REAMEERANEITERRE
o HMNERPRIAHTE, VRORETHIEMBEXE. B, ERx2FRE, RAATEEERX

=]
ARo

[00:16:56] Nick Turley
English:

So | remember going through the motions of like, "Oh, man, dashboard is broken. Oh, wait, people are
liking it. I'm sure it's just going viral and stuff is going to die down," to like, "Oh, wow, people are
retaining, but | don't understand why." And then eventually, we fell into product development mode, but
it was a little bit by accident.

FRCERIR:

HICEHURBIORHE: R, NEREET. BEEF, ARRENE. RHEEXRSHRESAERE, RER
REFETHR" BIEKRER: “F, ARFEEXRS, EERFNENA.” &E, RITENTERN~@AXR
R, EXHEEREIN

[00:17:14] Lenny Rachitsky
English:

Wow. | did not know that ChatGPT emerged out of a hackathon project. Definitely the most successful
hackathon project.

FRCERIR:

M, FLAFTAAIE ChatGPT EMEZIMIE BER, LWL LRMININRZINIE,

[00:17:21] Nick Turley
English:

I like to tell this story when we do our hackathons because | really do want people to feel like they can
ship their idea, and it's certainly been true in the past, and we'll continue to make it true.

AR ERIE:

HMNEDBEMHERAXTEE, BARENREAREFMUNTULTE CHRE. SEHLWMLE, KK
BT S48 R T,



[00:17:32] Lenny Rachitsky

English:

If you don't want to share these things, but | wonder who that team was.
R EE:

MRRAENZEWRKFR, BRRFFHBINEAAEBEI,

[00:17:34] Nick Turley
English:

The team is largely still around. Some of the researchers working on GPT-5, actually, were always part of
the ChatGPT team. Engineers are still around. Designers are still around. I'm still here, | guess. So, yeah,
you've got the team still running things, but obviously, we've grown up tremendously, and we've had to
because with scale comes responsibility. And we're going to hit a billion users soon and you have to begin
acting in a way that is appropriate to that scale.

FRCERIR:

M EIPABIR BB AIETE. —EIEEA GPT-5 WHAR R ESL—HERZE ChatGPT HIFARIRL 5. TI2IMIETE, %
HAthTE. HBIEE. I, RIASEEEE, EEAKNELERKRTRS. BIMNLITHER, RAMREK
REEAR. HIMERMEBZXE 101ZART, RETFBRUFEXMIENAITS.

[00:18:06] Lenny Rachitsky
English:

Okay. So let me spend a little time there. So, | don't know if this is 100% true, but | believe it is that
ChatGPT is the fastest growing, most successful consumer product in history. Also, the most impactful on
people's lives. It feels like it's just part of the ether of society now. It's just my wife talks to it. Every
question | have, | go to it, voice mode. My wife is just like, "Let me check with ChatGPT." It's just such a
part of our life now, and | think it's still early. So many people don't even know what the hell is going on.
Just as someone leading this, do you ever just take a moment to reflect and think about just like, "Holy
shit"?

AR ERIE:

9%, LEFAVEEX D, HAMEXES 100% Hif, BIXAE(E ChatGPT BHE LIERKE&IR. &RAIIHTHEELR™
o FRBENAIEELMEAN, RRERTELEM THETN—H7. HEFIREWMR, REEM
AR AESRANE, REFRY:  “ILRKEFE ChatGPT,” EELZR T H£EN—87, MERKTFINEE
RTFEH. REAEEEFTNERET 4. FAMSE, MERBETRREL, AFOA: “HWHX
mw” ?

[00:18:45] Nick Turley
English:

| have to. It's quite humbling to get to run a product like that, and | have to pinch myself very frequently,
and | also have to sometimes sit back and just think, which is really hard when things are moving so
quickly. I love setting a fast pace at the company, but in order to do that with confidence, | need at least



one day every week that I'm entirely unplugged and I'm just thinking about what to do and process the
week, et cetera.

AR ERIE:

BRFR B BEEEXF—TTmILARRFERSE, REETRAC—TERTEEMY ., HBLBIHREL
TREZ, XETRMLZROFERE. HERELETRERTIR, BEATEEEOHBEX—<, KEE
ELFE—RTe N , ARBEZMHLAHEEX—A.

[00:19:14] Nick Turley
English:

And the other thing is I've never ever worked on a product that is so empirical in its nature where, if you
don't stop, and watch, and listen to what people are doing, you're going to miss so much, both on the
utility and on the risks, actually. Because normally, by the time you ship a product, you know what it's
going to do. You don't know if people are going to like it, that's always empirical, but you know what it
can do. And with Al, because | think so much of it is emergent, you actually really need to stop and listen
after you launch something and then iterate on the things people are trying to do and on the things that
aren't quite working yet. So, for that reason alone, | think it's very important to take a break and just
watch what's going on.

AR ERIE:

B—HER, BMARME— M NLAE “REREN" (empirical) FHRIF=5H. MRFERETRME. HMIFA
MNEMAA, REEIREZ —LRERAUREENR, BEIMREAH— T mlY, RAECEMTA, RE
FHBEAMNERER, B Al JE, AARZENE BM” (emergent) WK, (RENFEELHEET
KA, AEHNANZHMOFENBLELLBIFNERHATIEN. NEX—R, RUNAKRE-—THAREL
ETHAREXEE,

[00:20:03] Lenny Rachitsky
English:

Okay. So you take a day off every week... not off. Okay, that's not the right way to put it. You take a day of
thinking time, deep work.

RS ERIF:
FRLMRERAR—KR - AR T, $ETFM, fRE—KIGEEE, #TEREI.

[00:20:12] Nick Turley

English:

I need it. Yeah, yeah, yeah. And | need to hard unplug on a Saturday, or something like that. Obviously-
R EE:

BFEEX—K. 2. RRETRNZENBAFYRETARKR, BA—

[00:20:16] Lenny Rachitsky

English:



On a Saturday [inaudible 00:20:16].
AR ERIE:
ZARN (RRBE)

[00:20:16] Nick Turley

English:

But it's just not possible otherwise. This has been a giant marathon for three years now. Yeah.
R EE:

BURBERTE, X=FRME—ZERNTHNL, 2/

[00:20:25] Lenny Rachitsky
English:

Like a sprint marathon.

R EE:
BRI B SR,

[00:20:26] Nick Turley
English:

Sprint marathon, that's right, or interval training, or something. | don't know how to exactly describe the
OpenAl launch cadence, but you've got to set yourself up in a way that is sustainable. Even if this wasn't
Al and it didn't have the interesting attributes that | just mentioned, | think you would need to do that.
But especially with Al, it's important to go watch.

FROCERIR:

MRISHIAR, &5, HEZRENEZERN. FAMEZMFAERHER OpenAl IRHTIER, EIRGFUIA—TH
AFENARRHEC. BMEXRRZE AL, BTN REIBLERSE, REFEXFM. B Al UK, EME
ENEE,

[00:20:45] Lenny Rachitsky
English:

So, along those lines, | talked to a bunch of people that work with you, that work at OpenAl. Joanne
specifically said that urgency and pace are a big part of how you operate, that that's just something you
find really important, to create urgency within the team constantly, even when you are the fastest
growing product in history, growing like crazy. Talk about just your philosophy on the importance of pace
and urgency on teams.

AR ERIE:

R, BHRIGT—LEE OpenAl BRIFEERIA, Joanne $53IIREI, “BEBR fl ‘TR RMHEEARNE
RAME D, BMEMRITHABMLE LERERN&m, MKRARSERNABAEERERIFEERE, HWIKMR



KR T RN £ERERER T FIE,

[00:21:08] Nick Turley
English:

Well, it's nice of her to say that. Two things, with ChatGPT, when we decided to do it, we had been
prototyping for so long and | was just like, "In 10 days, we're going to ship this thing," and we did. So, that
was maybe a moment in time thing where | just really wanted to make sure that we go learn something.
Ever since then, | spent so much time thinking about why ChatGPT became successful in the first place,
and I think there was some element of just doing things where there was many other companies that had
technology in the LLM space that just never got shipped. And | just felt like, of all the things we could
optimize for, learning as fast as possible is incredibly important. So | just started rallying people around
that, and that took different forms.

FROCERIR:
tREX AELf. B XT ChatGPT, HFE(TREEZMER, RINELMRERAT, HHYHME: “10

KA, BNBROEXIE" , FITAHLEMET . BAIERRHRE—EE, ZFRBHRIENEFZZRMA 4o
MBRLUE, FETRZHERZE ChatGPT AftARML), HEBEF—ITREMZE ‘=M . HREZSEMAQ
BAARER (LLM) KA, BRERLH. KRGEMEIURKNERFR, “REgRitFs)” BREE
2, FAUBRFRSBARESRX—RITE, BER.

[00:21:55] Nick Turley
English:

For a while, when we were of that size, | just ran this daily release sync and had everyone who was
required to make a decision in it, and we would just talk about what to do and to pivot from yesterday, et
cetera. Obviously, at some point, that doesn't scale, but | always felt like part of my role here, obviously,
was to think about the direction of the product, but also to just set the pace and the resting heartbeat for
our teams. And again, this is important anywhere, but it's especially important when the only way to find
out what people like and what's valuable is to bring it into the external world. So, for that reason, | think
it's become a superpower of OpenAl, and I'm glad that Joanne thinks that | had some part in that, but it
really has taken a village.

AR ERIE:

B—EitE, SERNMRENEY, REXEFLAHET R, IMERRELSM, IHCEMIA. WFEAREF
ROBERHITAE. B, BT —EMEXMABER, EX—EHRGRNARKTEEZ~RAR, TENH
PARETRM “BEOXR" . XEEAMSEHRER, ESRUABLREFNNENE—ZZZL~ miERIND
HRN, XMAHEE, ALk, FINXBEMH OpenAl HiBEEH, FHIREN Joanne BEEHRME T —H7, EX
BRBARHBLEINLER.

[00:22:38] Lenny Rachitsky
English:

| love this phrase, "the resting heart rate of your team". That's such a perfect metaphor of just the pace of
being equivalent to your resting heart rate.

AR ERIE:



HER BAERESOXR" XMk, XB—NrENR, BTRFETHEOER,

[00:22:46] Nick Turley
English:

I actually learned that at Instacart, when | showed up there, because we were in the pandemic and it was
all hands on deck. For a while, there was this... | think there was a company-wide stand-up because we
disbanded all teams. We were just trying to keep the site up. And for me, | had been used to taking my
sweet time and just thinking really hard about things, and that's important, but | really learned to hustle

over there, and | think that's come in handy at OpenAl.
R EIE:

FHELZE Instacart FEIX—R Y. HMEMRILHEERE, £RfF0H. §—REE, 2QRESX—EFIL
=, AABNERTRERIN, RJBREMUERER. B2, RIBTIEFHEMRINEE, BEAE
E, BEBRERFST “BtesT” (hustle), X7E OpenAl ikt T KA.

[00:23:12] Lenny Rachitsky
English:

Okay. So, along these same lines, | asked Kevin Weil, your CPO, what to ask you, and he said to ask you

about this principle of, "Is it maximally accelerated?" Talk about that.
AR ERIE:

9, IEXAERE, FRIRIIBY CPO EIX « BI/RIZIEMR 4, MiRit&KiERIRRT “BREERAREME? ~
AR, BEX A,

[00:23:22] Nick Turley
English:

That's funny, we have a Slack emoji, apparently, for this now because | used to say that. Now, | try to
paraphrase. Sometimes, | just really want to jump to the punchline of like, "Okay, why can't we do this
now?" or, "Why can't we do it tomorrow?" And | think that it's a good way to cut through a huge number
of blockers with the team and just instill... especially if you come from a larger company. At some point,
we started hiring people from larger tech companies. | think they're used to, "Let's check in on this in a
week," or, "Let's circle back next quarter to see if we can go on the plan." And | just, as a-

FRCERIR:

HARR, EARMNRAETEEENEIIN Slack ®RIF5E, EARKLURSRXIE, RAERAER ML BREK
SQBERRER: “FE, ATARMNIERREY? 7 HE “NHABRXTEN? ” REFXZERFREARKE
PRESEYSF 3R, HiER - FHRMRIFKEAQE . HMNFABEMARKRREEA, ®IIJBRT “HITEAS
B HE THEEBEERETEHITR o MERE—

[00:24:00] Nick Turley

English:



... on the plan and | just kind of as a thought exercise, always like people asking, "Okay, if this was the
most important thing and you wanted to truly maximally accelerate it, what would you do?" That doesn't
mean that you go do that, but it's really a good forcing function for understanding what's critical path
versus what can happen later. And I've just always felt like execution is incredibly important. These ideas,
they're everywhere. Everyone's talking about a personal Al, you might've seen news on that and | really
think that execution is one of the most important things in the space and this is a tool. So, it's funny that
that became a meme. It's like a little pink Slack emoji that people just put on whatever they're trying to

force the question.
FRERIE:

------ ERA—1RHES], HERENE: “WE, MIRXBHREENSE, MAMENESRAREMINEE, R
RELM? 7 RATEREMENBZERBFY, BEE—MREHN “BHRE" (forcing function) , BEFEIRIE
BT ARRERE, TARFUHEGEHE. H—ER/RTORAEERR, RFEILEE, STASEKIETA
Ale HEBINARITARZNMUBREENRAZ— FIUREE, XHT—ME EB— T Slack
NERIE, AMHBEELEEAEEREHENER L.

[00:24:45] Lenny Rachitsky

English:

| was going to ask, what theme [inaudible 00:24:47]. So, it's a little pink, is there something in there like-
R EIE:

BREERZRAAER (FFRE). MUERHLEN, EEETHAg?

[00:24:48] Nick Turley

English:

It's a Comic Sans emoji that says, is this maximally accelerated?
R EE:

TR— 1 Comic Sans FHENEBE, 5 “XRELBAREME? ”

[00:24:53] Lenny Rachitsky
English:

Okay. And so, the kind of the culture there is when someone is working on something, the push is, is this
maximally accelerated? Is there a way we can do this faster? Is there anything we can unblock?

AR ERIE:

. FRUBRENXURE, HBEAEHEAZN, EHRET: XREERARENE? BEXEERNGE? &
AT TR LURBAY RIS ?

[00:25:02] Nick Turley

English:



Yeah. And we use that sparingly, right? Because it needs to be appropriate to the context. There's some
things where you don't want to accelerate as quickly as possible because you kind of want process. And
we're very, very deliberate on that where your process is a tool. And one of the areas where we have an
immense amount of process is safety. Because A, the stakes are already really high, especially with these
models, GPT-5 which is a frontier in so many different ways. But B, if you believe in the exponential, which
| do and most people who work on this stuff do, you have to play practice for a time where you really,
really need the process for sure, sure, sure. And that's why | think it's been really important to separate
out the product development velocity, which has to be super high from, for things like frontier models,
there actually needs to be a rigorous process where you red team, you work on the system card, you get
external input, and then you put things out with confidence that it's gone through the right safeguards.

FRCERIR:

2. BENZEEER, ENEFTENGER. BEFRMAATERATERMME, RAMRFEERE. )
MILFEIEE, REE—MIE, RIMNBERERENMEZ—Z “R2” . ANE—, WIBLRET, 15
AZE GPT-5 XIFEZ A EAZAARIRE, £, MRMFAEHEIERK (BE, ASBHMXTHALERE), R
FRBBUNEBD “4E3f. Bx. BWFEME BNLBES. IMBATAKUNE “TRAREE" (D5
=) 5 “‘GUAREERT” (REMEMIE, AR, FERFR. REIMIHAN) SAREEEEN, XF
RERABELEBET T ERNT 2R,

[00:26:02] Nick Turley
English:

So, again, it's a nuanced concept, but | found it very, very useful when we needed and for everything
product development, you're a dead on arrival, so it's important to get stuff out.

AR ERIE:

PRI, XR—THHES, BEEFENFEEER. MTFrmAAHKi, FREMEFTIET, FRLUERAEEL
EREE,

[00:26:11] Lenny Rachitsky

English:

We got to open source those memes so that other teams can build on this approach.
R EE:

BIMFIEXERBEAR, XEHMEABEEEXME,

[00:26:16] Nick Turley
English:

Absolutely.

R EE:

o

[00:26:17] Lenny Rachitsky



English:

So, interestingly with ChatGPT, and it's not a surprise, but not only is it the fastest-growing, most
successful consumer product ever, retention is also incredibly high. People have shared these stats that
one month retention is something like 90%, six month retention is something like 80%. First of all, are

these numbers accurate? What can you share there?
FRCERIE:

BiBRZ, ChatGPT MYESE LIERKE&IR. &MINBERE™m, HEFRHUERIRA. BEADEIHIE, &
—PMHBEEXRNN 0%, NTABEERNN 80%, Bk, XLEHMFERID? REENFLMFA?

[00:26:39] Nick Turley
English:

I'm obviously limited on what exactly | can share, but it is true that our retention numbers are really
exciting and that is actually the thing we look at. We don't care at all how much time you spend in the
product. In fact, our incentive is just to solve your problem and if you really like the product, you'll
subscribe, but there's no incentive to keep you in the product for long. But we are obviously really, really
happy if over the long run, three month period, et cetera, you're still using this thing. And for me, this was
always the elephant in the room early on. It's like, "Hey, this may be a really cool product, but is this really
the type of thing that you come back to?" And it's been incredible to not just see strong retention
numbers, but just see an improvement in retention over time even as our cohorts become less of an early
adopter and more the average person, so.

AR ERIE:

BESEZNEFRNEEREGR, ERINVBEHIEHRIEESANE, XUERHINEEXENER. Eilxe
FEFHREFRERT Z00E, BEXLE, BN HRBEFRBRDR, NRMENSIR, FRITHE, &
1T&BHIBREAMEESRE, BNRKERE (LLM=1AB) REER, RMNAREESH. WHX
W, PHX—EHEATBMAKMNEE (elephantintheroom): “IB, XAJgER—MREEER™~ &M, BEEEMW
SRR EFERANRANL? ” SARUEBENE, TMUEEFEHIERS, MEMERFBENRIRRBEER
EBAR, BEXEEREHINERS,

[00:27:29] Lenny Rachitsky
English:

Yeah. So, that note is something that | don't think people truly understand how rare this is when a
product... The cohort of users comes, tries it out and then retention over time goes down and then it
comes back up, people come back to it a few months later and use it more. It's called a smiling curve, a
smile curve, and that's extremely rare.

FRZERIE:

. HRETAMIALKEBEERRIIXASEN. BERFHEREA, BEXRMENETE, ERIINERE
EXEAT, AMULTBREXRATESZ. XWIFA “HEEML” , REFER,.

[00:27:48] Nick Turley

English:



Yeah, yeah. Yeah. There's some smiling going on that's just on the team and | feel like have technology,
some of it is not the product. | think people are actually just getting used to this technology in a really
interesting way, where | find, and this is why the product needs to evolve too, that this idea of delegating
to an Al, it's not natural to most people. It's not like you're going through life and figuring out what can |
delegate? Certain sphere of Silicon Valley does that because they're in a self-optimization mode and
they're trying to delegate everything they can. But | think for most people in the world it's actually quite
unnatural. And you really have to learn, "Okay, what are my goals actually and what could another
intelligence help me with?"

AR ERIE:

0. FERAEAEMNEK. REFIXEAFDTFER, MALE~m. AMIEFLEEU—FIEEEEBNS
‘ﬁiEF‘YIﬁB‘UKo BRY (XURFREEHCNERER) ‘B A BRES” IMUERMASHAREHTE

o BEBAFRSEEFPRZEE “WERRMHA? 7 BANEEBEFESXAM, AAMIMNLFERRUER
EY‘,, HEZER—T, EXNtHR EXRSHARN, XEKEFREAN, MOAFS: 98, RHEREKRZM
4, B IEREFRERERMTA? 7

[00:28:26] Nick Turley
English:

And | think that just takes time and people do figure it out once they've had enough time with the
product. But then of course there's been tons of things that we've done in the product too, whether or
not it's making the core models better, whether or not it's new capabilities like search and
personalization and all that kind of stuff, or just standard growth work too, which we're starting to do.
That stuff matters too, of course.

AR ERIE:

FIANXFERE], AMEERTREBAZEHEEERERLR, S, BMEFR ELBBTRELE, Tie
ROHZORE, TEELIER. MEUERINE, NEZRNNFEMEITEE KL, XEIABRE
=

[00:28:49] Lenny Rachitsky
English:

So, you might be answering this question already, but let me just ask it directly. People may look at this
and be like, "Okay, they're building this kind of layer on top of this God-like intelligence. Of course it will
grow incredibly fast and retention will be incredible. What do you guys actually doing that sits on top of
the model that makes it grow so fast and retain so much?" Is there something that has worked incredibly
well that has moved metrics significantly that you can share?

AR ERIE:

RAJREELEREXMRA Y, EREREZAE. AAEIER: “FE, iIREE LHROEE
ZEBT—EK, EHAREK TR, BFFEA" BRINEREZ LRRMT A4, TiLEEKXAR, BF
XAm? BREAFIEN. EERA THEGNGEIUNE?

[00:29:18] Nick Turley
English:



One thing we've learned, I'll answer that question in a minute, but one thing we've learned with ChatGPT
is that there really is no distinction between the model and the product. The model is the product and
therefore you need to iterate on it like a product. And by that | mean obviously you typically start by
shipping something very open-ended, at least if you're OpenAl [inaudible 00:29:38] that's kind of a
playbook. But then you really have to look at what are people trying to do? Okay, they're trying to write,
they're trying to code, they're trying to get advice, they're trying to get recommendations and you need
to systematically improve on those use cases. And that is pretty similar to product development work.
Obviously the methodology is a bit different, but discovery is the same. You got to talk to people, you got
to do data science and you got to try stuff and get feedback.

AR ERIE:

BINFIMN—4ELE (RS LEZMMREEA) : 7 ChatGPT 1, EAEM~RZEHELEE AR, REMEF
m, FHIRBEEGHF~m—ENEH#ITEN. HWEERE, BERIZELAH—ITEEABRNFAE (ED
OpenAl @ X AMAY, X T HNNWER), BESMOTMBANESHBT 2. FE, NEZXSIE.
2. KRB REUEE, MEERAMAHXILERL, X5EANTRARIEEERM. 2ASELKE
AR, B &I IBE—HFH: FENARX, SEEENFDT, SHHREHRER.

[00:30:04] Nick Turley
English:

So, that's one chunk of work that we've been very consciously doing is improving the model on the use
cases people care about. And there's also such thing as vibes because I'm sure you know and that's one
of the things that I'm excited about in GPT-5 is that the vibes are really good. So, that too is, we have a
model behavior team and they really focus on what is the personality of this model and how does it
speak and talk. So, there's that kind of work. | would say that's maybe a third of the retention
improvements that we see or so just roughly. And then | think another third is what | would call product
research capabilities. They're research driven for sure. They have a research component, but they're
really new product features or capabilities. And search is one example of that where if you remember in
the olden days, maybe 20 months ago or something, you would talk to ChatGPT and it'd be like, "As of my
knowledge cut off..." Or, "I can't answer that because that happened to recently," or something like that.

AR ERIE:

FREL, BT —BEERIRMAMBN—RIIEMZHN AR X OB ABFIBUHRE, 8B “AE” (vibes), X
HWREIHX GPT-5 BELENRERZ—, EREARIFET. HNE—T “RETHEN , WIIZTHRERD
ME, URERBMARIENZM. XETHEAMETR T HRNEBINEEREAN=Z0Z— HI=02—%K
MZA “FmiREEN” « ENHERMREDN, BRRKRSD, BEARLEHNS~mINEE. BRmME—10
Fo WRMRICTF “BALFT (K#E20 MARD, RIR ChatGPT ¥iE, ERWN: “RIBRAFMIRELLEHER--"
NE “HEEODE, EABRSERERN .

[00:31:00] Nick Turley
English:

And that is the type of capability that has been incredibly retentive and for good reason. It just allows you
to do more with the product personalization, like this idea of advanced memory where it can really get to
know you over time is another example of a capability like that. | think that's another good chunk. And
then the third stuff is the stuff you would do in any product and those things exist too. Not having to log in
was a huge hit because it removed a ton of the friction. | think we had this intuition from the beginning,
but we never got to it because we didn't have enough GPU or other constraint to really go do that. So,



there's the traditional product work too. So, | often think about it as roughly a third, a third, a third, but
really we're still learning and we're planning to evolve the product a ton, which is why I'm sure there's
going to be new levers.

AR ERIE:

XFEENBIMARAMRES T BEFR, RRRBEE: eilffEAraMESZE. MELBENL, ki “84%
812" 08, L EREMEBERBEILETBF. HAAXES—AR. RE=DZ—2FEEA~mPEHRMEE
MIE. tbal “THRERBIRER" KAWL, AANCHERTREER. BIN—FEmEXMER, BEN
GPU RS HMFRHI —E %M FRLL, ERMNALXITIELSE—87, RBBEER “=1=nz2—" , BKKF
EFMUHEFS), AN @I REESE, FUBERRIBIAIE KT,

[00:31:52] Lenny Rachitsky
English:

You mentioned something that | want to come back to real quick. You said that it was something like 10
days from Hackathon to Sam tweeting about ChatGPT being live?

FRCERIR:
RRE T —HFE, RBREHRIAT. RRMEBEFREFEELMER ChatGPT £, RAT A 10 X?

[00:32:01] Nick Turley
English:

The Hackathon happened much earlier and we were prototyping for a long time, but at some point we
basically ran out of patience on trying to build something more bespoke. And again, that was mostly
because people always wanted to do all this other stuff whenever we tested it. So, it was 10 days from
when we decided we were going to ship to when we shipped. And the research we'd been testing for a
long time, it was kind of an evolution of what we'd called instruction following, which was the idea that
instead of just completing the sentence, these models could actually follow you instructions. So, if you
said summarize this, it would actually do so. And the research had evolved from that into a chat format
where we could do it multi-turn. So, that research took way longer than 10 days and that kind of baking in
the background, but the productization of this thing was very, very fast and lots of things didn't make it
in.

FRCERIR:

EEMEREBER, BINEEIZITTRA. BEENHNER, RIS AMEEEFCHNARBERET M. B
Mo, FERRASRMRE, ASEEEHMAINE. L, MEIMTREAGIIERAT, HEE 10X,
MEN—EENRNARESLEE “5§<81®” (instruction following) BI—HiE# —EIERRBRZ4 24
¥, MEEAMNIES. ARMHR “BEXTD , CENSEM. AAMNBEEHET I LUATZRINENIIR
e BIMARETIZARL 10K, —BHEERER, BXNARAN ‘Tt SBIEER, BREREELFRE
Kot 2o

[00:32:50] Nick Turley
English:

| remember we didn't have history, which of course was the first user feedback we got. The model had a
bunch of shortcomings and it was so cool to be able to iterate on the model. The thing | just talked about,



treating the model as a product was not a thing before ChatGPT because we would ship in more
hardware where there'd be a release GPT-3 and then we would start working on GPT-4 and these weird
giant big spend R&D projects that would take a really long time and the spec was whatever the spec was
and then you'd have to wait another year. And ChatGPT really broke that down because we were able to
make iterative improvements to it just like software. And really, my dream is that it would be amazing if
we could just ship daily or even hourly like in software land because you could just fix stuff, et cetera. But
there's of course all kinds of challenges in how you do that while keeping the personality intact while not
regressing other capabilities. So, it's an open field to get there.

AR ERIE:

KICRENEERE “HLIER” , XEARKNBEINE—TAF KRR, BEBRZMRR, EEMNERHT
EHENRE. BNARIN CRESESR" 7 ChatGPT ZRIRAEEN, ANUARIMNEGRLESG: &
5 GPT-3, AIEFIAHA GPT-4, XEFEBERNALIEBRARK, MREXEIRMEEFEL—F, ChatGPT
T 7 XMIRE, EAFNTUGRE— XN ERITERLH, FNTRERERGABEEREES/ AL
=R, BAXFMEUERESRE. S, NAERFEMENRRENLEMENERY, XEFERSHK
fi¥o

[00:33:42] Lenny Rachitsky

English:

That is such a good example of is it maximally accelerated? Okay, we're going to ship ChatGPT 10 days.
R EE:

XHEE ‘BEEBRAMREME BLEFF. T8, &KITER 10 X% ChatGPT,

[00:33:48] Nick Turley
English:
[inaudible 00:33:48]-
FSCEiE:

(IFAF3E)

[00:33:48] Lenny Rachitsky
English:

Holy moly. We've been talking about ChatGPT. Clearly it's kind of a chat interface. Everyone's always
wondering is chat the future of all of this stuff? Interestingly, Kevin Weil made this really profound point
that has always stuck with me when he was on the podcast that chat is actually a genius interface for
building on a super intelligence because it's how we interact with humans of all variety of intelligence. It
scales from someone at the lower end to a super smart person. And so, it's really valuable as a way to
scale this spectrum. Maybe just talk about that and is chat the long-term interface for ChatGPT, | guessiit's
called ChatGPT.

AR ERIE:

FHIR. FA]—EEW ChatGPT, ERER—THIERE. ARKSHER: MEFENEX—TIRIARRKG? il
B, X - BRERFERERI—MERERARLAGRZIV R . WESEfF ERWEBRERNXA RE, HAX



MERMNSBEMENKTFHALEHNNG . EEENME NRRBIAZIBRIEEIIA. L, FAGEXT
FOERN—AIH, EIEEENE. WEXME, WEXZ ChatGPT RIKEIRES? XM ChatGPT,

[00:34:27] Nick Turley
English:

| feel like we should either drop the chat or drop the GPT at some point because it is a mouthful. We're
stuck with the name, but no matter what we do, the product will evolve. | think that | agree that there's
something profound about natural language. It just really is the most natural form of communicating to
humans and therefore it feels important that you should be communicating with your software in natural
language. | think that's different from chat though. I think chat was the simplest way to ship at the time.
I'm baffled by how much it took off as a concept. Even more baffled by how many people have copied the
paradigm rather than trying out a different way of interacting with Al. I'm still hoping that will happen. So,
I think natural language is here to stay, but this idea that it has to be a turn-by-turn chat interaction | think
is really limiting.

AR ERIE:

BUERF/HIMBRFL “Chat” E “GPT” Haxis—1, RARBFXRERAT. BARFHRAT, EFmzi
o ZREASEAESAEEHRLZL. EMERARIAREANTLN, BILBABAESSRAXAEREXRE
. BHRIAAXE “WiF” (Chat) TR, WEFRBHURRERENEHAR. FANXMESUMMNRBEIRZ,
BEWNXAZARZRRAXEAM AR R IRARN Al REARNREIT M RNBERIHNZIEARNEI;. Fi
L, BIANBAESRE TR, B “BHABEALASHMNERE" XMUAEREMREY.

[00:35:24] Nick Turley
English:

And this is one of the reasons | don't love the super system analogy, even though we used to always use it
is because if you think that way, then you kind of feel like you're talking to a person and GPT-5 it's
amazing at making great front-end applications. So, | don't see a reason why you wouldn't have Als that
can render their own Ul in some way. And you obviously want to make that predictable and feel good. But
it feels limiting to me to think of the end-all-be-all interface as a chatbot. It actually kind of feels
dystopian almost where | don't want to use all my software through the proxy of some interface. | love

being in Figma, | love being in Google Docs. Those are all great products to me and they're not chatbots.
R EIE:

XBERAENR “BRESL LUENWERZ— (REEMNUFEH) . EANRMIER, MRIREEER—
NABLIE. T GPT-5 EFIERI AR EIFEHE, FIUREFAHEHAERRIL AIUEMSHXERECH
Ule fREAREERATNERERFHN. BUNRINNMINBARZERAE, HETXBRT. XEEIL
BRI AREHEB —HA I EBIE N R ENARERERRABERNRGE. ZEWA Figma, EXXA Google
Docs, EfEZHEANm, MAENRZIMRNEA.

[00:36:07] Nick Turley
English:

So, yes on natural language, but no on chat is where | would describe my point of view. And I'm just
hoping in general that we see more consumer innovation on how people interact with Al because there's



so many possibilities and you just got to try stuff. That's why chat stuck is we just did it and people liked

it. So, I'm hoping that we see more there and we'll try to do our part.
R EIE:

FREL, BEIMMRE: XIFEARIES, EAXERRTHIE. RAREEIESXTALNAS Al ERhR)EERE!
#, RABXRZAEMRT, MERERH. MEZLURT, EEAFNET, MANER. KFEEEES
R, HMNEZR—17,

[00:36:31] Lenny Rachitsky
English:

So, you mentioned that you kind of got stuck with this name ChatGPT. Maybe this is part of the answer,
but I'm curious just are there any accidental decisions you guys made early on that have stuck and have

essentially become history changing?
R EIE:

fREZEIIR1E =4 ChatGPT XNMRFHRET . WIFXMEERN—H, ERREFE, (MIRHEREHINT
LBANRE, ERN—BAEBRES, EERZTHE?

[00:36:45] Nick Turley
English:

There's so many and it is funny, because you have no time to think about them and then they end up
being super consequential. The day was one, we went from chat with GPT-3.5 to ChatGPT the night
before, slightly better but still really bad.

FRSCERIE:
XZ7T. RE@, AAMYNEREREEEZ, ZREINTBEMRT. BFME—, RIELHr—8A

B “5 GPT-3.5H1X” 249 ChatGPT, fEfF=, EFEERIE,

[00:36:58] Lenny Rachitsky
English:

What was it called before?

R EE:

E LT A?

[00:36:59] Nick Turley
English:

It was going to be Chat with GPT-3.5 because we really didn't think it was going to be successful product.
We were trying to actually be as nerdy as we could about it because that's really what it was. It was a
research demo, not a product. So, we didn't think that was bad. But | think that in the original release,
making it free was a big deal. | don't think we appreciate that because the GPT-3.5 model was in our API
for at least six months prior to that. | think anyone could have built something like this. It might not have



been quite as good on the modeling side, but | think it would've taken off. So, making it free and putting a
nice Ul on it, very consequential in the way that you take for granted now. And this is why | think that A,
distribution and the interface are continuously important even in 2025.

AR ERIE:

AR “5 GPT-3.5 X" , AARMNENERSESIMA—TRINT R, RIEHBERERAT “RE"
—=, ARNEERLME—TMARET (demo), MARTm. FRUENIZREFIBRFAE. BRIANERY]
R, BH “REANR B—HAF. HTELKBIRIX—<, ERNGPT-3.5 REERZAELERITH
API BT EDRNAo HRESEMAERREMLESEMAIARE, KA KRR AL, E5EHREN. AL, R&E
HEL—ME=RHI U, ERMZRT2MIERSEMEZAN. XMENTATKIAN, BMERT 2025 F, 2
ANFRERAEXREE,

[00:37:48] Nick Turley
English:

The paid business, which now it's a giant business both in the consumer space and in the enterprise
space. The birth of that was just to turn away demand originally. It was not like we brainstormed, "Oh,
what is the best monetization model for AI?" It was really what monetization model or what mechanism
would allow us to turn away people who are less serious than the people who are really trying to use it?
And subscriptions just happened to have that property and it grew into a large business. | think shipping
really funky capabilities before they were polished is another thing where that feels like a tactical
decision, but it became a playbook because we would learn so much. Remember when we shipped Code
Interpreter, we learned so much after we shipped it. Now it's known as | think data analysis in ChatGPT or
something like that just because we actually got real world use cases back that we could then optimize.
So, | think there's been a lot of decisions over time that proved pretty consequential, but we made them

very, very quickly as we have to, so.
R EIE:

R WSMATERFENEWIREHREERNES. BENRERVNRAZBAT “HEFK" o BIIHFZEXM
NE&E Al RFHTIMERZMA" , MER “TaFpINGEELLEMEERERBLAINENAR, BRRBLS
HIFBANA? ” iTTHARBIFEXTENE, SEREKMT —TIRKEE. EEREEEFHRITEFNMAH—
£ “HIET BEESN, XMERGHARE, BERETHNVER, BARNEFEIKRZ, 121547 Code
Interpreter (UR3fERERR) BY, RHERMNFETRZ. WEEN “BESHR , MEERAKNZRTHEEHN
BAH#EITT e FRLL, REREFEERFZMEKX, BRI CIRMBURTE,

[00:38:53] Lenny Rachitsky
English:
The $20 a month feels like an important part of this. Feels like everybody's just doing that now and-

FRCERIR:
8H 20 ZETMFREEN—&D. BEINEMEABERHZTEN -

[00:38:57] Nick Turley

English:



On that one actually, | remember | had this kind of panic attack because we really needed to launch
subscriptions because at the time we were taking the product down every time. It was, | don't know if you
remember, we had this fail whale, there's a little [inaudible 00:39:09] generated poem on it. So, they were
like, "We had to get this out." And | remember calling up someone | greatly respect who's incredible at
pricing and | was like, "What should | do?" And we talked a bunch and | just ran out of time to incorporate
most of that feedback. So, what | did do is ship a Google Form to Discord with, | think the four questions
you're supposed to ask on how to price something-

FRSCERIE:
EXFEN, RicBURBRESEN, EARNAZHEITHARS., YR~REESH, FHEREIZRIZER

N “Bthzg” (failwhale), EEFRE—E A £RBVNF. FIUAREFMITIEITHAK LR, KicFITSRIE
BT HREEEHHNENETR, MMZELAD. KINWTESZ, BRIBIEINEIEMBLER . K
. 7E Discord L& T — Google R&E, EmMEE T XFMNEIENILMRERE—

[00:39:32] Lenny Rachitsky
English:
[inaudible 00:39:32]?
FREiE:
(IFRE) 2

[00:39:33] Nick Turley
English:

Yeah, exactly. It literally had those four questions and | remember distinctly A, you [inaudible 00:39:38] a
price back and that's kind of how we got to $20. But B, the next morning, there was a press article on you
won't believe the four genius questions the ChatGPT team asked to price their... It was like if only you
knew. So, there's something about building in this extreme public where people interpret so much more
intentionality into what you're doing than might've actually existed at the time. But we got with the $20.
We're debating something slightly higher at the time. | often wonder what would've happened because
so many other companies ended up copying the $20 price point. So, I'm like, "Did we erase a bunch of
market cap by pressing it this way?" But ultimately | don't care because the more accessible we can make
this stuff, the better. And | think this is the price point that in Western countries has been reasonable to a
lot of people in terms of the value that they get back.

FROCERIR:

Rile MEREMNAE, HBBMICHT, RIBRGHRNETT 20 %7, EEEBNE, F_XRELME—RH
ERER:  “IREXREUE(RE ChatGPT BN T EM R AVAR DR A B Foi8: BR2IRTAEEE
T o EREATFHME THE~mMEXF, ASIEMRTINEE. FM&REET 20 %7T, SIEE
NEERBES—R. REER, NREFHNNZERE, BNERBAZ QT T 20 ZXX ML FHiE
B “BINRTARRAARNENHKET —ARHE? ” BRABRFETF, AARBEESZREGHT. HIANE
BAAEXR, mBAFRENNENS, XMIUNRSAKREEEN,.

[00:40:35] Nick Turley

English:



And most importantly, we were able to push things down to the free tier semi-regularly and we always do
that when we can [inaudible 00:40:35], but-

RS ERIE:
REBENE, RIEBTEHSETHRIIRERE, REGRIRITMEXAM.

[00:40:35] Lenny Rachitsky
English:

So, the survey, just to give the official name, the Van Westendorp survey is how you guys ended up pricing
ChatGPT?

FROCERIR:
FREL, BBMNMEAZE (EXNBA SCERHBEZSENRBBED ") MEMRI1&RLL ChatGPT EMBIHI?

[00:40:42] Nick Turley
English:

It was the top Google result. This was before ChatGPT has real-time information. Otherwise, it could have
maybe price itself, but it was Discord plus Google Form plus a blog post on that methodology that got us
there.

FRCERIR:

= Google BERLRMNE—FK. L ChatGPT BZELHNER, SUNEAEMRABCSENT. B2, &
Discord fil_E Google R, B E—RBXFZHECHEN, tEINEHTXMER

[00:40:54] Lenny Rachitsky
English:

That is incredible. What a fun story. This is the survey that Rahul Vohra at Superhuman popularized in his
first- round article-

AR ERIE:
AFRFTENT ., EEEBMNHKE, XFE Superhuman B Rahul Vohra ZE AR E BRI E= B MR A

EO
[00:41:00] Nick Turley
English:

Yeah. Yeah, yeah, that's right. That's right. Definitely don't bring me on here as a pricing expert, | think
you have got better people for that.

FRSCERIF:
R, RPN, TAIMERYUMENERIEE, RS HREEFHNAL.



[00:41:08] Lenny Rachitsky
English:

Whether it was right or wrong, it is now the fastest-growing, insane revenue generating business in the
world. So, I wouldn't feel too bad.

FROCERIR:
TEXHE, CUAEHRIHR HERKER. EWRRENLS. FRURTAREHER.

[00:41:16] Nick Turley
English:

No, it worked out. Yeah.
FRsCERF:

T, SBREFH. 2H

[00:41:17] Lenny Rachitsky

English:

It worked out. And by the way, I'm on the $200 a month tier, so there's clearly a room-
R EE:

ZERIRGF. IEHRE—T, RITHANZEEA 200 ETaEL, FIUEAEE=IE -

[00:41:22] Nick Turley
English:

Thank you. Thank you.

R EE:

BHsY, 55

[00:41:25] Lenny Rachitsky
English:
... [inaudible 00:41:25]-
FSCEiE:
(IFFE)

[00:41:25] Nick Turley
English:

The story of that one is interesting too because originally the purpose of the Plus plan was to be able to
ship first uptime and then be able to ship capabilities that we couldn't scale to everyone. And at some



point it got so many people in the Plus tier that had just lost that property. So, the main reason we came
up with the $200 tier is just we had so much incredible research that's actually really, really powerful. Like
03 Pro or tomorrow GPT-5 Pro and just having a vehicle of shipping that to people who really, really care
is exciting even though it kind of violates the standard way a SaaS page should look, it's a little jarring to
see the 10X jump. So, thank you for being a subscriber on that and thank you everyone else who's
watching you subscribed to any tier, it's great.

FROCERIR:

BIEUNKEHERES, &4 Plus TRINBMNRRIEEAR, HAH—LEXEERE AFRNIIE. BEFK
Plus BRAXZ7T, BRETXMIFE. FrUI(#EL 200 ZSUNEERRAR, RINBRSKEBKR. RH
BNV AR, tbdl 03 Pro S(BARAY GPT-5 Pro, REE—1MREEBXLEARARLFLEEEXOHAZRS
HER, REXER THE SaaS THEIZENEFEF—FE 10 FEINERBERHISE RIFA. FrLL, BOSRITE
B, BRI T ARSI ARo

[00:42:10] Lenny Rachitsky
English:

I'm just going to throw a fishing line into this pond of are there any other stories like this? You shared this
incredible story of Chat with GPT-3.5 being the original name, how you came up with pricing. Is there

anything else?
R EIE:
BEBEZEE, TEXMUNHELD? (MPETRER “5GPT-35WX" UKRENEBELARN. EEINGE?

[00:42:22] Nick Turley
English:

Enterprise is interesting one too because we've seen so much incredible adoption in the Enterprise and
it's sort of objectively crazy to try to take on building a developer business and a consumer business and
an enterprise business and all at once. But the story there is in like month one or two, it was very clear
that most of the usage was work usage, actually much more than today where you've got so many
consumers on the product and it's kind of sort of transcended into pop culture. But at the time it was
writing, coding, analysis, that kind of stuff. And we were pretty quickly in organically in 90% of Fortune
500 companies in a way that | had seen maybe at Dropbox back when that was my two jobs ago where we
had a similar story. And since then there's been more PLG companies. But the real reason we did
Enterprise, remember we were debating should we do enterprise or should we launch an iOS app
because that's how small the team was.

AR ERIE:

vkl (Enterprise) WRER, HITEEWIHRERD TIRARNRKBAR, EMRRE, RIMEFLENS. HEEW
SMEWSEHERK T, ERFEXFN: EE—RTBE, RAEZANIERIRIME LIRS, LT

BTFSX (SRAERSERERE, CEERTRITIXUN—ED). EHNETERTE. FHiE. 2H2EN.
FHAVRRFLBEAMAFENT 90% K E 500 5B2AF], XMIZRIFFEMD TIEFTEY Dropbox T 2 MEY. B
BMEWRNEERRE — 2B HRBIMNEEFIERZME WRER %% i0S App, ENEMIBAR
Ao

[00:43:22] Nick Turley



English:

The reason we did is we were starting to get banned in companies because they all felt rightfully or
wrongfully that the privacy and deployment story, et cetera wasn't there. So, | was just like, "Man, we
have to do something. We're going to miss out on a generational opportunity to build a work product.”
And we've literally defined AGI as outperforming most humans at economically valuable work or I'd
probably [inaudible 00:43:45] that, but | think that's the way we put it. And so, | feel like we had to be
present there and it was a fairly quick decision at the time, but it's grown into an immense business. We
just hit 5 million business subscribers up from 3 million, | think a month or two ago. So, it is kind of the
spinoff that it's taking a life of its own that I'm really, really excited about for [inaudible 00:44:11]-

AR ERIE:

B2t hR, BRERANLSRBRZSQBFAREARN], RAANERF (LX) RMNMERES RETFK
o FHEE: X, NI RMTA, SUNSEI—TEEDAFREIEIRINZ” X AGI BIE X
ET‘EE EFMENTEPBEAZHAL, FIURESRNLALMERE, SRXE—TMRIREVRAE, B

ZRET—TERNER. HMNVEWITEARRM—HEBRIR 300 H1EKET 500 B, EME—TE
TQE‘E PEYPTE M, HMIIRE .

[00:44:11] Lenny Rachitsky
English:

That is a lot to be handling the platform essentially the API, the consumer product, the fastest-growing,
most successful product in history and also the B2B side, which is clearly a massive business. Do you have
any kind of heuristics for how to make these trade-offs do all this at once and stay sane and be

successful?
RS ERIE:

ERFMIETE (AP). FHEEERKEREELS @, TEEANMEERN B2B LSS, XBLKXE T, 1E
FABRRBGE (heuristics) RN, RRMEXASFTEFRFIES FHIUSRING?

[00:44:30] Nick Turley
English:

That a good question. And first off, I don't run the developer stuff anymore. We found someone way more
competent to do that and he's amazing. So, | still look after the various forms of chat, but luckily you
don't have to make that trade-off OpenAl does. And | can get into that too, but it keeps me a little bit
more sane. | will say that you kind of have to practice in two different ways when you're building on this
Al stuff. One is sort of working backwards from the model capabilities and that is much more art than
science, where | think you really need to look at what tech do we have available and what is the most
awesome way to productize it? And if you applied to some sort of PM framework to that, | think you
would do something horrible wrong. Because if you have tech that's, for example, GPT-5 is really, really
good at front-end coding now, | think that means you've got to reprioritize it.

FRCERIR:

FiE. B, RABATALREBWST, HMNKETERENA. FIURAEEEARTIMHEAN X
& o EFEHRE, XMINERE OpenAl BAEMBY, MAZHZD Ao Llﬂﬂ%ﬁ?ﬁ o FABUL, TEMEEAIF
mid, RBFUARMMARENANHTRE: —M2RFEREENHTT ERES" , XESEZAMIERZE,



MMBEERHNMBIRAR, URMNMAUKENAIVER~mit. NRIFERFEM PMESR, AIREZRIEBESEIE.
ENMRIFE T H#HEA, b0 GPT-5 MAIFBERAIRRE, XRKRERUNERIAEMRTLR,

[00:45:27] Nick Turley
English:

You got to actually bring that capability to life. Maybe that's making ChatGPT better at vibe coding and
rendering applications. Maybe that's more like leveraging the taste of the model to make the Ul more
expressive. There's a number of things we could do, but you kind of have to replan and reprioritize and
that is more important than any particular audience segmentation. It's really just looking at what is the
magic thing we have and how do you make it shine. Voice is a similar thing. It wasn't like our customers
need voice, they're begging for it or something like that. It was like, "Wow, we figured out a way how to
make these things anything in, anything out." What is a creative awesome way to productize that and
then we can see what people do. So, | think that's one chunk of it. But then the other chunk of it really is
more like classic product management where you need to listen to customers and then when your

customers are really different, that can be confusing because ChatGPT is a very general purpose product.
R EIE:

fRGTULXFHEES &M, WIFREIL ChatGPT BEK “RRENRmIE MERNA, WiITEFARENMKL Ul
BERIN. FNAUBRSE, BROAEHRMIMEE, ZLEAHENIRADEMLER, tHLMEE
BNFEER2 “BE , URNFLE. . ESEtEN, FFREFARERNEES, MERIL
WMo U, BAMRET —MAAILXERFERI BN AL 7 BA, WALIENANEE~ M
? ARERFPEAR. XREF—IR, F—REGLEANTREE: MAEF. SMNEFEIEE ST,
XA RERIE AEZ, EJ ChatGPT 2— M EEERN™ M.

[00:46:23] Nick Turley
English:

We see when you look at end users, there's actually an immense amount of overlap in terms of what they
want. Primitives like projects or history search or sharing and collaboration, all those kinds of things.
They are actually very, very present. Whether or not you're talking to people at work or you're talking to
people at home, at school, there's slightly different mechanics sometimes, but they're largely similar
investments that | think we can get a lot of mileage out of. And then there's Enterprise-specific work that
we just have to do. You've got to do HIPAA, you got to do SOC 2, you've got to do all those things if you
want to be a serious player. And those are just non-negotiable. So, it's complex as you correctly identified,
butit's kind of the curse of working on a very open-ended and powerful technology.

FROCERIR:

HMNEM, FRLFEAAEENFEELEAREESE, & “BH” (projects). ALK, DESHEFEMIN
fE, FREFEEB. TERELIE. REEZRFR, BANFIRRERRE, ERANSRAKRRENR. 4R, &F
—L R RSB R T ERAM, b0 HIPAA BT & FL. SOC 2 AIE, MIRMFEMAMRNER, XLEERATE
B9, FrLA, IEWNfRFRIR, XREZR, EXHWRALK—FREFABRERARAN “RiN” .

[00:47:11] Nick Turley

English:



One analogy that someone at OpenAl who | really respect, he's like, "We're kind of like Disney, where
Disney has this one kind of creative IP, which is their content, and they have cruises and they have theme
parks and they have comics and they have all these different things." And | think we have amazing
models, but there's all these different ways that you can productize them and we kind of just have to
maximize the impact in all these different ways.

FROCERIR:

OpenAl —(UHIFEEHNREFTI NS “BiTERGBELRE. BB —MZOLIT IP, MEMIIHNA
7, AR1EmE. TFEQE. BEFEF.” HWANRIMAERANEE, BEEMAENSNATLUEE~ M
&, BABAEFRIBXES B ERAREMZIERIDI,

[00:47:38] Lenny Rachitsky
English:

As you were talking, | was thinking about how usually horizontal platforms that are just so general and
can do so much take a long time to take off because people don't know what to do with them. They're not
amazing at anything. And this is an amazing counter example where it took off immediately and everyone
figured it out and then over time they figured it out more and more.

AR ERIE:

IR fRPIERTFERR, BEBLIFEEA. TFARENKTFE (horizontal platforms) FERKAYEA gEiL
F, BAATFHNEZENHAA, ENEEAFEMEBAIER. MXEB—MEANRS: EIEL, &
TAEHBER T &AM, MEMENEHE, ARAFPEREE,

[00:47:54] Nick Turley
English:

But I think the reason why is because it just went live. Talk about another consequential decision actually.
We were debating waitlist, no waitlist because we-

FROCERIR:
REFREETEERLAT. BES—TEMRZHRE: RMNINEFREFER “RI287

(waitlist) , EAFHNT—

[00:48:00] Nick Turley
English:

Actually we were debating waitlist/no waitlist because we really knew we couldn't scale the engineering
systems. And the fact that there was no waitlist, which no open Al release had worked like that before,
ended up being consequential because you were able to watch what everyone else was doing live. So |
think when you launch these things all at once for everyone, there really is a special moment where you
can see what other people are doing and learn from that.

AR ERIE:

KRR EHNERNFUEERRBERGB R, HARIMNNEIRRARTEARAMEYS R, ERLRENBERAG
B8 (XTE OpenAl TN AFHHRMRERD), SRIEAXTMEKR, RAMATUEREIEMAEMT2. &
INASR—RIERAE AR XERERN, SIFE—MFHRIIEZ), RAUEHFSItARNRZ.



[00:48:25] Nick Turley
English:

And a lot of that is actually out of product. There's these crazy TikTok posts that go viral and they have
like 2, 000 use cases in the comments. And | go through those in detail because it's not like | knew about
those use cases either. They're very, very emergent and | just go through the comments and process
because there's so much to learn. And for that reason, | think we get to skip the empty box problem a
little bit because so much learning is happening out of product as people are watching each other either

in IRL or online.
RSz ERIE:

REFIEHLLERmZI TikTok LERZKEHMEF, ITIEXESR 2000 21 A0, RSFAEXET
e, AARURBANEXERZ. EfEIFE B B9, FEIFBTERKRY, EAEXRSEAUFEIN
R, ALk, HIAABINEREAFT “TR2F R (empty box problem) , E7H AMTEIESH W _EEHEMN
£iY, RENFIEBLETmZINKET .

[00:48:55] Lenny Rachitsky
English:

That is so interesting because you think about Airtable, you think about Notion, all these companies, they
took years to just build and craft and think and go deep on what it could be.

FROCENIR:

XRE®, EAAREE Airtable. Notion XLENT], MR THEREEWE. TE. BF, RAESE~RH
AREM,

[00:49:04] Nick Turley
English:

It's like they compare Airtable, which they had to do templates, they had to do all these kind of things of
taking the horizontal product and making it use case driven. They compare it to the Instant Pot, which
there's recipes being shared everywhere online. There's this whole ecosystem around it. | think we were
really lucky with ChatGPT that that happened where there's just users sharing use cases with other users
everywhere. And therefore | think we got very lucky by jumping ahead on that journey.

AR ERIE:

B AR Airtable LLIFREMIRIR. MB35 S 8EIBK T mT AR~ m. MIEKNELIE “SIheeE
7158”7 (Instant Pot) , M ERIREENZRE, BREE—ITENESRS. KT ChatGPT IEEEE,
REERFPEERDZERM. A, FHVRZEMEIERIRIZF LI T BREATURTH

[00:49:40] Lenny Rachitsky
English:

And it feels like a quarter there is Sam had big following and everyone would pay attention to something
you launch. So that's a really interesting new strategy for launching horizontal product. With a huge

distribution channel, just launch it and see what comes up.



FRZERIE:

RUERBDRACZFBEERENL, SPABIKEMNEKENERA, FIUXE—HREBHAHKTE~mEY
MRS FAEANDARE, HERT, ARERREM%.

[00:49:51] Nick Turley
English:

Yeah. And of course I'm actually really excited to take some of that into the product. | think we shouldn't
rest on the fact that there's so much out product discovery happening. | actually think for the average
consumer, it would be amazing if the product did a little bit more work on really exposing to you what is

possible.
FRERIE:

B, SR, HBRMEEEXELIMFERTmP. TINARINFZLES T “TRIIMERERMW X—FL.
HELRERS, WTFERHERERR, NRTRESH—KIE, BEERIFRTERRREME, BRARET.

[00:50:07] Nick Turley
English:

I still feel like ChatGPT feels a little bit like MS-DOS, like we haven't built Windows yet. And it'll be obvious
once we do, but there's something that feels a little bit like... Imagine MS-DOS had gone viral and you
were just trying to hack little conversation starters onto it. That might've missed sort of the big picture in
terms of how to really communicate affordances and value to people. And so | think there's actually a ton

more product work to do in addition to just seeing use cases spread.
FpERIE:

FANFATET ChatGPT B R & MS-DOS, A izt Windows, —B#fithsk, —IHITFEMS L. BR
— TR MS-DOS ELT, RRARELEITHTM—EXES|F. XAgSEIAKR—AMARERANE
EEmy A" (affordances) FMfME. FRAIRGEIRER T MRAHILHE, TERENWS TIEEM.

[00:50:33] Nick Turley

English:

Are you able to share just what you think that might look like? This Windows version of ChatGPT?
FREiE:

REERZE—TRIANBEEHAREFE? B4 “Windows hR” B ChatGPT?

[00:50:37] Nick Turley
English:

I'll let you know when we figure it out. We're hiring. | think there's so many interesting product problems
here.

FROCENIR:
FRIMEERTBEFM. HNEBA. XEARSEENSRIP,



[00:50:42] Lenny Rachitsky

English:

Okay, got it. By the way, | also love that TikTok was like your feedback channel.
R B

%, BART. INER—, FHBEZIK TikTok B T IRITAIRIGREX —Ro

[00:50:49] Nick Turley
English:

Those common threads, they're just so wild. And also the love that people have for it, the excitement with
which you're sharing their product, | feel like it's special that people are so excited to share what they're
doing with your product. And | don't take that for granted either.

FRCERIR:

BETFILRAENRRIE, EBEAIHE E’Jfé » URDEFGREIMERK. RREFAMNMLEARTOZEMI]A
REV =@ T 4, XRS5, HARRSX2ERHAM,.

[00:51:06] Lenny Rachitsky
English:

This episode is brought to you by PostHog, the product platform your engineers actually want to use.
PostHog has all the tools that founders, developers, and product teams need, like product analytics, web
analytics, session replays, heat maps, experimentation, surveys, LLM observability, air tracking and more.
Everything PostHog offers comes with a generous free tier that resets every month. More than 90% of
customers use PostHog for free. You are going to love working with a team this transparent and technical.
You'll see engineers landing pull requests for your issues and their support team provides code level
assistance when things get tricky. PostHog lets you have all your data in one place. Beyond analytics
events, their data warehouse enables you to sync data from your Postgres database, Stripe, HubSpot, S3,
and many more sources. Finally, their new Al product analyst, Max Al, helps you get further faster, get
help building complex queries and setting up your account with an expert who's always standing by. Sign
up today for free at PostHog.com/lenny and make sure to tell them Lenny sent you. That's
posthog.com/lenny.

AR ERIE:

AT B PostHog %8, PostHog R TI2MBEIEEANTRTE. EECIHBA. FAEM~mEIBAFIEH
FRETHR, tFEma2ih. Web £, SIEEKR. ANE. LK. BZE. LLM AL, #HiRBER%E. PostHog
REFENSATERETE, B 90% WEFREMER, FRENEXE—NEABERRSHENVEBAE(E.
PostHog ILRIEGFRBEHIBEFE—L, HEUECEZIFEY KE Postgres. Stripe. HubSpot. S3 FRIRHIEL
B’ &=E, M Al F=@2HTIT Max Al BEFSIREIRTERE #EIH. ILBNTE PostHog.com/lenny S 25 3t

[00:52:13] Lenny Rachitsky
English:



How do you find emerging use cases these days? | imagine the volume is very high. Do you have kind of a

trick for figuring out, "Oh, here's a new thing we should really think about?"
R EIE:

RIAERMARIFHALN? HBE—ERK. MBEFARSREI B, XB—IMHIMNZABEZERHAK
7g” 1g?

[00:52:22] Nick Turley
English:

Before | built the product team, | actually built the data science team because | was getting frustrated. |
was talking to as many users as | could. And my calendar the weeks after ChatGPT, it was just 15 minute
user interview the whole week through. It was usually | stopped doing interviews when | can predict what
the next person's going to say. That's how | know I've talked to enough users, but it just wasn't
happening. | just kept getting new stuff.

FRCERIR:

FHEFMRANRZE, ZESLAHARTHIEMNZE, BAXRIREREAER,. HRAESHSRAA XK,
ChatGPT X /EHIJLAE, RNBEERERE 15 0H—RIBA K. EEARETH T —MABZRI AR, &K
MAFLIER%, RAREREINS T, BARNXMEL—ERARE, REEMFIFRA,

[00:52:46] Nick Turley
English:

So data is one way out where | think we have conversation classifiers that without us having to look at the
conversations, allow us to figure out what are people talking about, what use cases are taking off, et
cetera. And | think that's very, very helpful. The quality of the stuff is important for empathy. Even though
you're never going to get a rap on all the use cases people have, | still spend a huge amount of my time
doing that. And then yeah, things like those TikToks, collections of threads, | think they're really, really
useful. It's just fun to watch people talk to each other about the various use cases that they have.

AR ERIE:

FRUEIER — . HMNAMNED LS, THFEEFEMMIERNE, MEBHNFEFRBAMNTEIMA. HLER
BIEFENIE. XIEEETER. ATHNRENTELREMRER, RAMKETEEZEEMERAAG, BRMEX
ENEAMXMHE, EBERLE TikTok 37, Witk, EENIFEER. EAMNEATEEMHAMNRER.

[00:53:22] Lenny Rachitsky
English:

Is there kind of a new margin use case that you're excited about or is there a really unusual use of
ChatGPT that you think about that'd be fun to share?

FROCENIR:
BB AILIRMENTGOSRAE], HEEHAFEFRITEN ChatGPT BZERDE?

[00:53:30] Nick Turley



English:

I mentioned this earlier, but | had always conceptualized ChatGPT as a worky product, whether or not
you're at home or you at work. | feel like getting help with your taxes is very similar to the types of things
you do at work where planning a trip is actually very similar to planning an event for work. So | always felt
like, "Okay, this thing is going to kind of be a productivity tool."

FRCERIR:

HZEIREE, H—HI ChatGPT #8A—1 “RI(E (worky) B9/~ m, TRIREEREZELE. KR
FHERBLERS, HETRIRT, HRREQBRWEDEREEMN. PAUER—ERST: “GE, XIRABEZZ
—ME~NTR”

[00:53:51] Nick Turley
English:

And | think something has happened, | realized, a few months where that has begun to change and |
really do think the fact that you have consumers turning to this thing for day-to-day advice, helping them
have better relationships... People talk about how this thing saved their marriage is really exciting to me
because they use it to process their own emotions, get feedback on their communication style. They just
have a buddy to talk to about really difficult things. And that comes with a ton of responsibility and work
that we have to do to make those things like life advice great, but it also is really, really important to me
because you can't run away from those use cases. You have to run towards them and make them
awesome. And that's part of what we're trying to do. So that emergent behavior is really, really cool.

AR ERIE:

BHREIRE, NLTARBRARAEZN. RANERAEFREAEIKABEIN, EEZMIINEAFRX
Fo o BARXRARKE T MIIRIER, XitHRIEEHE, tIIAERLEBCHIBE, REXTRBEXRE
Ri%e MAIFEGE T — MR UUFEMEZ EHUNH. XHBEEANTIE, RNFEMRSIIEKIL “EEE
W XRIPEERHE, ENHIREXIFEEE, RAMRTEREXERM, MBFUEEM EBENMETF. X
MBI RTT A ERIRES.

[00:54:41] Nick Turley
English:

And more broadly, I'm so excited about education. I'm so excited about health. I think it would really be a
waste if we didn't take the opportunity of using ChatGPT to really, really help people. And | think we've
just begun to scratch the surface on that. So there's many aspirational use cases that | want to make
happen.

AR ERIE:

B[z, BNHENRBREINBEFEME. WRENTAFA ChatGPT ZREIEREBAM], BENE—MIR
o BREERNANRNERRE. BRZL AEERAAIFEBELI.

[00:55:05] Lenny Rachitsky
English:

Along those lines, an interesting use case I've recently had, | feel like it's going to be really helpful for
couples that are disagreeing about something when they need a third opinion. I just had this recently



where my wife's like, "You can't heat a whole thing that you're going to only eat part of in the microwave
and then put it back in the fridge." It's like, "What's the problem? I'll heat it up, I'll put it back in the
fridge." And she's like, "No, that's really dangerous." I'm like, "Let's ask ChatGPT." And that fact that she
so trusts ChatGPT now and relies on it throughout the day, it's such a valuable third independent party
that we can go to.

FROCERIR:

IREXADBE, REEE—TEBHNAMN. YXENEFENKFEF=AENN, EIEER. ROKEF
W RREER—BOARBRHBRIPMA, Riz—87, ARNKREKE" Hii: “BtaR@E? HZH—
T, BREIER” #iK: “F, WRMBEE.” FHiK: “PANIRIE ChatGPT B,” ELZMIMEIFEEHE
ChatGPT, BXIKME, ERT—TIFEENER. KAIUKBIRIRIE =75,

[00:55:35] Nick Turley
English:

Yeah, yeah, totally. And a lot of those micro-interactions talk about interesting product work, right? Those
are micro-interactions that are important. Did it definitively weigh in or did it help you guys think through
that disagreement and solve it on your own? | think those details actually matter a lot and it's where
we're spending a bunch of time.

AR ERIE:

. REXEMRIZE (micro-interactions) B REB~mIIE. ERLETEIR, ERFEMITEFDH
BITRRR? TOANXEATEEEE, WERIRAKRERERMTS.

[00:55:54] Lenny Rachitsky
English:

Along those lines, there was this whole launch of the very sycophantic version of ChatGPT where it was
just, " You are the best person in the world. Everything you tell me is amazingly correct." Are you able to
tell us just what happened there?

AR ERIE:

WELX, ZaikmEd—1EE “EY4E" (sycophantic) hRZ<EY ChatGPT, ERZ: “REMHR LRFHIA,
R SEIERMR T " REESIFRNEREET HAMS?

[00:56:08] Nick Turley
English:

Yeah, we have all kinds of collateral online because we really felt like we should over-communicate on
how we discovered it, what we did about it, et cetera. So | encourage people to check that out. We have a
whole retro on that model release.

FROCENIR:

2H, BEMLZHTEMER, EARNESNZROALZINE. IALBESHEITIEDR, HRMK
REEFE, HINBIREHEGE T — M eBNER.



[00:56:24] Nick Turley
English:

But basically what happened is that we pushed out an update that made the model more likely to tell you
things that sound good in the moment, "You're totally right. You should break up with your boyfriend" or
something like that. That's just really dangerous. We took it more seriously than you even might expect
because again, at current technology levels, you can kind of laugh about it. Maybe it's like, "Ha-ha. This
thing's always complimenting me. | thought it was just me. | saw all those comments online." But it
actually is really important to make sure that these models are optimized for the right things.

RS ERIE:
BEAEFREMBRE, BIEET —NEH, IR EHETiR—L Y FIRERGFIFNIE, thil “RRLlE
W, FNIZBREBRERSFE ZHEM, XEEFK. BITHHWENRETEBHINER, BAEENNEAR

KETF, RAIGER—XTZ, R1F Ak, IRUEZETH . EHERXEREHNERNBEREITRUE
KIFFEE,

[00:57:01] Nick Turley
English:

And we have an immense, | think, luxury to have a mission that affords us to really help people, a
business model that does not incentivize maximizing engagement or time spent in the product, right? So
it's really important to us that you feel like this product is helping you with your goals, whether not that's

your current goals or even your long-term goals.
R EE:

BIARBIRE—MEANES: RINEGEELEREBAN, MBEMNBALEXHIEMERCEFRS5E
HAEFmPFEENE. PRAMENRR, ILRESX N REBRRABES (TIeRRBEEKHABRT) =&
XEE,

[00:57:25] Nick Turley
English:

And oftentimes being extremely complimentary with the user isn't actually in service of that. So we
instilled new measurement techniques. Whenever we put these models in contact with reality and we
learn about a problem, we actually go back and make sure we have good metrics for this stuff. So we
measure sick efficiency now with every release to make sure we don't regress and actually improve on

that metric. GPT-5 is an improvement, which is really exciting for me, but we have more work from there.
R EIE:

BE, MWAPRESFAFHTERS TBTET. FAURNSIATHNEERR, SERIIHREZEMIILH A
Wi, HNESELBREFIERREE. NERNSREHESEE “BIEE" (sycophancy), HERA
=BY, GPT-5 XA EAFNEH, XilFENE, ERINNEEES TFEM,

[00:57:54] Nick Turley

English:



And more broadly, it caused us to articulate our point of view. | actually spent a bunch of time on a blog
post that we just published on Monday on what we're optimizing ChatGPT for. And it really is to help you
thrive and achieve your goals, not to keep you in the product. And so there was a bunch of good
outcomes from that incident. It's a good example of how contact for reality is not just important for the
use cases, but also for learning what to avoid because you would've never discovered this issue purely in
a lab unless you actually heard from physicians.

FROCERIR:

Bz, XEEHMNERTHCHMR. RETRENEE T —RA—RKGHEX, XTFRITEEMLK
ChatGPT BB 1. BIREBBIRMKHLILER, MABBMREETRE. FIUBRESHHRT —LIFpLE
o XB2—MREFNAFIF, RABRMBILIANNAIAGIRERE, WEIZERTABREE —FFIE(RIFE
BRRRE, SMNIRKEIEESENE R LI XM)E,

[00:58:26] Lenny Rachitsky
English:

I am excited to read that blog post then. | was going to ask you this. Just like how you-
R EE:

R REAFFEBREX, FERRRX T, BEIR

[00:58:29] Nick Turley
English:

Yeah, have your feedback on it.
FRCEIE:

T, HARFIRBYR IR,

[00:58:31] Lenny Rachitsky
English:

Yeah. | guess is there anything more there of just how you... Because this tension is so difficult, helping
people feel supported, but not just letting them believe everything they want to believe. Is there anything
more you can share there? Just trying to find that middle ground.

FROCENIR:

B, HRMEXTFRMAMEXMKNBEEREESANEN? ANXRE: BEEILAMNBIIRSE, XA
RELLMEMNRABIE B CBHEEN—Y. EIRPRMELE, TBEARTUDZENGE?

[00:58:43] Nick Turley
English:

Incentives are important. There is a famous saying, "Show me the incentive and I'll show you the

outcome."

FRCERIR:



HEGERER. B—ARE: “SFRENGIZTA, EMESIFRERETA”

[00:58:48] Lenny Rachitsky
English:

Charlie Munger maybe?

R EE:

&EIE - =% (Charlie Munger) HEY?

[00:58:49] Nick Turley

English:

Yeah, | think that's where it came from, right?
HRCERIE:

EH, HEEHEMIE,

[00:58:52] Nick Turley
English:

Yeah, | think that's very, very important. So | would take a good look at our mission, our business model,
the type of product we're trying to build. And | really think that ChatGPT is a very special product because
| think in vast majority of cases, it makes you leave it feeling better or not worse and feeling like you're
achieving something you're trying to do. So | think that those incentives really matter because it helps
you reason about, "Okay, when there isn't behavior in the wild, that's not good. Was that a bug or was
that by design? And with [inaudible 00:59:29] | can very much say that to us that's a bug.

RSz ERIE:
=20, BRUANXEREE, EERINESH. BVEXNRITZBEHNENRER, REMNIAA ChatGPT 82—
MEBEHNT R, AATELEASHIERT, SiLMESARREET (HEZVAEE), H5EMREESEN

RAEMEVE, FROXLEHENGIRES, TREFRMMERT. “FE, HMEAPHIAFRIITRE, B2 Bugidl
RITHESR? 7 FATLABAREMIN,, XA, AR Bug.

[00:59:31] Nick Turley
English:

And then on the forward-looking work, there's so many kind of challenging scenarios to get right. And
you could easily run away from these use cases. Like you and your wife going to this thing for input on a
relationship, a question or a dispute, you could very easily run away if you were totally risk avoidant and
say, " Sorry, | can't help you with that." | think that's what most tech companies do when they hit a
certain scale, they run away from these use cases. And | think it's a lost opportunity to help people.

FROCENIR:

EREARRNIEF, BREABRHENTRFTELIELT . (MREZLEXLERAM, LLMRAMMREFMXR
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ERE—ENREE X AM, = REEXERM, FTIANBEEANN— M ERIIZ.

[01:00:08] Nick Turley
English:

So we want to run towards these use cases by making the model behavior really, really great. That can
mean connecting you with external resources when you're struggling. That can mean not directly
answering your question, but instead of giving you a helpful framework in the case of like, "Should I break
up with my boyfriend?" ChatGPT should probably not answer that question for you, but it should help
you think through that question in the way that a thoughtful companion would. So | think it's really
important to do the work because | think the upside is immense.

FRCERIR:
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[01:00:37] Lenny Rachitsky
English:

That is a really profound point you're making there, that if most companies, if their users want to ask
them something risky like getting medical advice or, "Should | break up with my partner?" or, "what
should | do with this big problem | have?"

FRCERIR:

RRH T — P IEERANNR. KSHARNMRBIALRETEN. 2FRNHAEREASENLEEH, B
B4,

[01:00:51] Nick Turley
English:

| feel like we would have immense regret if you had a model that was state-of-the-art on health bench,
which is, GPT-5 is a state of the art on a bunch of these medical benchmarks, and you didn't use that to
help people, you just disabled that use case because you wanted to avoid all possible downside. | think
the duty is to make it awesome and to do the work, talk to experts, figure out how good it really is, where
it breaks down, communicate that. And | think this technology is too important and has too much
potential positive impact on people to run away from these high stakes excuses.

AR ERIE:

BOSUWREANE — M EEREENH AR FRER (GPT-5 EZHETEAENHPEETNRM) , A
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[01:01:27] Lenny Rachitsky



English:

And fast-forward to today, it's saving lives regularly. It's probably saving relationships regularly. Such a
consequential decision, which | imagine was made early on.

FRsCERiE
RFFSK, EEEERAD, JRBEZEERBAMRXR. XR—MEIMRZTHRE, HBZREMML

[01:01:36] Nick Turley
English:

Yeah. We're just at the beginning of watching how this stuff can transform people. It's incredibly
democratizing. If you compare, you roll out of this with the roll out of the personal computer, computers
were so scarce when they first came out. And this stuff is ubiquitous in a way where you have access to a
second opinion on medical stuff, you have access to a relationship buddy, you have access to a personal
tutor on literally any topic that makes you curious. It's really, really special that we get to do that. Unique
pointin history.

FRCERIR:
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[01:02:15] Lenny Rachitsky
English:

Let me zoom out a bit and talk about OpenAl and just product in general. So you've worked at traditional,
let's say traditional product companies, Dropbox, Instacart. Now you're at OpenAl. What's maybe the
most counterintuitive lesson you've learned by building products from your time at OpenAl?

FRCERIR:

IENBA—=, W OpenAl 1 —REX L™ M. MBAEZXSKN~mQB LT, bl Dropbox
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[01:02:33] Nick Turley
English:

Each time | always tried to pick the maximally different job whenever | made a job change. So after
Dropbox, | was craving a real world product because it was just so different than working on SaaS, et
cetera. And after Instacart, | was craving on working on something that intellectually was interesting and
had this kind of invoked the nerd in me. And so I've always looked for things that are really different.

FRCERIR:

BR|MIE, RBMSREEFE—TEAFRMIR(L, £ Dropbox Z/5, HEEMIMEHRN~m, ANES
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[01:02:59] Nick Turley
English:

And then once | showed up at these places, | tried to understand what makes that place successful, what
is truly the thing that they cracked and how we can lean in that into that even more. | think | spent a lot of
time thinking about this with OpenAl, especially after ChatGPT. Before that it was kind of a moot point
because we didn't really have much revenue or products or anything like that. There's a few things that
come to mind that have driven many decisions. One is the empiricism. We talked about that a bit. The
fact that you can only find out by shipping, which is why maximally lean into that. And that's a huge part
of why we ship so much.

FRCERIR:

—ERHAANXLEMT, REHAEERERMTAIUEXERD), MNAIRKE T4, URBRNNA#H - KHH
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[01:03:46] Nick Turley
English:

One of them is that amazing ideas come from anywhere. The thing about running a research lab is you
really don't tell people what to research. That's not what you do. And we inherited that culture even as
we become a research and product company. So just letting people do things who have amazing ideas
rather than being the gatekeeper or prioritizer of everything or something like that has been proven
immensely valuable to us. And that's where much of the innovation comes from, is empowered smart
people on any function really. So that was a good inheritance from what | think made OpenAl successful

and makes us successful.
FhSCERIE:

F—1TRE “HANKRFALURBEAMS” . BEMRKLEENRRZMAZEHIFANERRA 4. BIMERKA
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[01:04:23] Nick Turley
English:

The interdisciplinariness of really making sure that you put research and engineering and design and
product together rather than treating them as silos. | think that's the thing that has made us successful
and that you see come through in every product we ship. Like if we're shipping a feature and it doesn't
get 2X better as the model gets 2X smarter, it's probably not a feature we should be shipping. Not always
true. SOC 2 doesn't get better with [inaudible 01:04:48] models, but | think for many of the core

capabilities, that's a good litmus test.
R EIE:
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TERPA 2 AMERFA 2 &, MEAEMNET AT, SATER, SOC2 EMARMIRELRMELF, EX
FizbEen, XE—MREFIHER.

[01:04:52] Nick Turley
English:

So I've always found you really have to lean into why is this place successful and then maximally
accelerate that, so to speak, because it's what allows you to turn something that feels like an accident
into something that is a repeatable label.

FRZERIE:
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[01:05:07] Lenny Rachitsky
English:

So you talked about this kind of collaboration between researchers and product people. And you've been
at the beginning of ChatGPT from day one to today, from zero to 700 million weekly active users. Not just
registered users, weekly active users. How have you approached building out that team over time?

FRZERIE:

RIKE T HARA R RARZEINXMIDE MME—REMS5T ChatGPT, WIETEMZEKEIT1ZE
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[01:05:24] Nick Turley
English:

One of the other inheritances of being in a research lab is that you take recruiting really seriously. That's
something that Al labs know every person matters. But many tech companies that go through hyper
growth and they kind of lose their identity, they lose their talent bars, they just have chaos. So we've
always had this tendency to run relatively lean.

AR ERIE:

EAMRERENS —MHARZ, MSIEETRMNTFRE, Al LERENES - TAREXER. TEEHE
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[01:05:51] Nick Turley
English:

So it is a small team that is running ChatGPT. | take co inspiration from WhatsApp where it was a very
small team running a very global-scale product. And then more importantly, you have to treat hiring a
little bit more like executive recruiting and less like just pure pipeline recruiting where you really need to
understand what is the gap you're trying to fill on each team, what is the specific skill set and how do you
fillit.

RSz ERIE:
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[01:06:17] Nick Turley
English:

To give you an example, I'm a product person at heart, but sometimes a team doesn't need a product
person because there's already someone doing that role. In many cases, we have a really talented
engineering leader who has amazing product sense, or we have a researcher who has product ideas. And
in my mind they can play that role. And maybe we have something else missing instead. Maybe we need a
little bit more front-end or something like that.

FRCERIR:

EM0F, BREFERTNTmA, BEEN—THNFARELZNNFREE, BABEZEARRERTAET,
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[01:06:41] Nick Turley
English:

In other cases, maybe what you're missing is incredible data scientists. So | really like to go through every
single team and figure out what is the skill sets that that team needs and how do you put it together from
principles rather than just assuming, "Hey, we're going to do a bunch of pipeline recruiting for all these
different roles" and then people will find a team later. So | think that's always felt really important to me.
And it's the way that you keep your team really small, yet super high throughput.

AR ERIE:

FHEHMBERT, BIFRROZINREIERFER. FAUARERRES—NEI, FERUNFTENXELS,
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[01:07:08] Nick Turley
English:

It also allows you to hire people who | think Keith Rabois calls us like barrels, | think. [inaudible 01:07:15]
barrel's an ammunition where he thinks... | think this comes from him, but the idea being that sort of the
throughput of your org depends on how many barrels you have, which is people who can make stuff
happen. And then you can add ammunition around them, which is people helping those people. | think
that's been really true for our recruiting too where we try to maximize the number of empowered people
who can ship because that's how you have a small team and still get the ton done.

FRCERIR:

X EELLRHBE] Keith Rabois By “iBE” (barrels) BAA . XNMERABZE: ARN~HEVRFIRES
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[01:07:43] Nick Turley
English:

So there's a couple of things, and | spent a lot of time on vibes too with each team because | think one of
the things that is challenging when you try to do research and product together is that the cultures are
different. People have different backgrounds. And | think to make that go super well, you need to spend
time team building and making sure that people have a huge amount of trust for each other's skill sets,
feel like they can think across their boundaries. | really believe that product is everyone's job, for
example. And for that reason, the recruiting doesn't stop when the people are on the door. It actually
starts because you have to start making the teams awesome.

AR ERIE:

EEIGSE, BRETREFEESIEANY “RE" L. BASRRERARMN~mESE—EN, KSET
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[01:08:24] Lenny Rachitsky
English:

Is there something you do with team building that would be fun to share? Just like something you do to
create [inaudible 01:08:28]?

FRSCERIF:
EHBIEAE, BHAEBMNEBTUSZER? tbilfrinfEehE (FFRE) 2

[01:08:28] Nick Turley
English:

| just love whiteboarding with teams. | just love getting into a generative mindset. It breaks down
everything. So that's the thing that | try. It's not particularly creative, but | found it to be a universal tool
where the minute you can get people to stop thinking about what's my job versus the other person's job
and more like we're all in a room trying to crack something together, that is incredible.

FROCENIR:
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[01:08:50] Lenny Rachitsky
English:

You mentioned this idea of first principles. This came up actually when | talk to a bunch of people about
you, is this something you're really big on. A lot of people talk about first principles, most people are like,
" | don't really understand," or they think they're amazing at thinking from first principles. Is there
something you can share of just what it actually looks like to think from first principles as maybe an



example that comes to mind where you really went to first principles and came up with something

unexpected?
FRERIE:

frigElY “S—1ERE” (first principles). FXIRAIAWGEIRET, WIIERRIMMIEFEEERX . REAEBEIKE—
MRE, EAZSBAHLIHFER, HEBUAMRER. MEDSE-—TME—MHREBLILARBEIREMHTAFEF
Hg? HREMAfF, RTETE—HRIEEH T BERERER?

[01:09:15] Nick Turley
English:

Yeah, this is not something I'd ever say about myself. It's nice that someone else would say it, but it's a
mysterious thing. Yeah, | think you just really got to get to ground truth on what you're really trying to
solve. For example, as | mentioned with the recruiting thing, I'm not dogmatic that you have to have a
product manager and an engineering manager and a designer or whatever. We're just trying to make an
awesome team that can ship. So in that case, first principles means just really understanding what we
actually need and what we're missing rather than applying a previously learned process or behavior. So |
think that's a good example.

AR ERIE:
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[01:09:54] Nick Turley
English:

Another good example of | think being first principles in this environment is, does this feature need to be
polished? We get a lot of crap for the model chooser, and | own it. I've tried to say that to everyone who
will listen. For those who don't know model chooser, it's this giant drop down in the product that is
literally the anti-pattern of any good product traditionally.

AR ERIE:
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[01:10:16] Nick Turley
English:

But if you are actually recent from scratch, is it better to wait until you got a polished product or to ship
out something raw even if it makes less sense and start learning and getting into people's hands? | think a
company with a lot of process or a lot of just learned behaviors will make one call, which is, we have a
quality bar when we ship, and that's what we do. If your first principle is about it, | think you're like, "You
know what? We should ship. It's embarrassing, but that's strictly less bad than not getting the feedback
you wanted."



FRZERIE:
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[01:10:51] Nick Turley
English:

So | think just approaching each scenario from scratch is so important in this space because there is no
analogy for what we're building. You can't copy an existing thing. There is no, "Are we an Instagram or are
we a Google or a productivity tool or something like that?" | don't know. But you can learn from
everywhere, but you have to do it from scratch. And | think that's why that trait tends to make someone
effective at OpenAl, and it's something we test for in our interviews too.

FROCENIR:
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[01:11:23] Lenny Rachitsky
English:

So this theme keeps coming up, and | think it's just important to highlight something that you keep
coming back to, which is this trade-off of speed and polish and how in this space, speed is more
important, not just to stay ahead, but to learn what the hell people actually want to do with this thing. Is
there anything more that you think people just may be missing about why they need to move so fast in
the space of AI?

AR ERIE:

XNEF—HELHR, IRFAELVERE—TMIRERIINAA: FESITEZEINNE, EXDIE, EFE
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[01:11:46] Nick Turley
English:

Yeah. | mean, the boring answer would be, oh, it's competitive and everyone's in Al and they're trying to
compete each other. | think that's maybe true, but that's not the reason that | believe this. The reason

really is that you're going to be polishing the wrong things in the space. You absolutely should polish-
FZERiE:
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[01:12:00] Nick Turley
English:

You're going to be polishing the wrong things in this space. You absolutely should polish things like the
model output, et cetera, but you won't know what to polish until after you ship. And | think that is
uniquely true in an environment where the properties of your product are emergent and not knowable in
advance. And | think that many people get that wrong because they think the best product people tend to
be craftspeople and they have a traditional definition of craft. | also think it would be easy to use all what
| just said as an excuse not to eventually build a great product. So | often tell my teams that shipping is
just one point on the journey towards awesomeness, and you should pick that point intentionally where
it doesn't have to be the end of your iteration at all. It can be the beginning, but you better follow
through.

FROCENIR:
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[01:12:50] Nick Turley
English:

So we've been doing a bunch of work, especially over the last quarter of really cleaning up the Ul of
ChatGPT. I'm really excited to do the same for the sort of the response layouts and formats next. Simply
because once you know what people are doing, there's no excuse to not polish your product. It's just

really, in a world where you don't know yet, you might get very distracted.
FRCERIE:
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[01:13:09] Nick Turley
English:

So it's situational. Again, you kind of have to be first principles about it. But | do think using velocity,
especially early on, as a tool... Actually this has been said about consumer social for example. It is not the
first space where people have said, "Hey, you just got to try 10 things because you're probably going to be
wrong." So | don't think this has never existed before as a dynamic either, but | do think with Al, it's
important to internalize.

FROCENIR:
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[01:13:32] Lenny Rachitsky
English:

And there's also an element of the models are changing constantly and so you may not even realize what
they're capable of, | imagine.

FROCERIR:
MmEREBERREN, FFMEEDEELEIRIENZIRERT 40

[01:13:38] Nick Turley
English:

Totally. The models are changing and the best way to improve them, whether or not you're a lab or
actually just someone who's doing context engineering or fine-tuning a model maybe, you need failure
cases, real failure cases, to make these things better. The benchmarks are increasingly saturated. So
really you need real-world scenarios where your product or model is not actually doing the thing it was
supposed to do, and the only way you get that is by shipping, because you get back to use case
distribution and you can make those things good. And therefore, it's actually the best way to then go
articulate to your team, especially your ML teams, what [inaudible 01:14:17] climb on? It's like, "Oh,

people are trying to do X and the model's failing in ways. Why? Now let's make those things really good."
R EIE:
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[01:14:23] Lenny Rachitsky
English:

This point about failure cases makes me think about something that both Kevin Weil and Mike Krieger
shared, which is that evals are becoming a huge new skill that product people need to get good at
because so much of product building is now writing evals. Is there something there you want to share?

FROCENIR:
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[01:14:41] Nick Turley
English:

My entire OpenAl journey has been this journey of rediscovering eternal product wisdom and principles
in like slightly new contexts. So | remember | started writing evals before | knew what an eval was because
| was just outlining very clearly specified ideal behavior for various use cases until someone told me,
"Hey, you should make an eval." And | realized there was this entire world of research evaluation



benchmarks that had nothing to do with the product that | was trying to make. And | was like, "Wow, this
might be the lingua franca of how to communicate what the product should be doing to people who do Al
research." And that really clicked for me.

FhSCERIE:

FTE OpenAl IR MR E — T EBRMARIER FEMAIKEN~mE SMRNENIIE, HiC[EI
Bftag ML (eval) Zal, HMABKSITET, EARIRBEASHAFDEHIFERHOVERTH. HE
BASRE: TR, MEZEM—MTE” RRIREFE— T REN. SREXBEMNTREX KRBT
AR, oM “H, XAgmER A ARAREETREMTAN @AIES (linguafranca).” AR
—ZIFRERIATT R,

[01:15:23] Nick Turley
English:

And at the end of the day, it's not that different from the wisdom of, you ought to articulate success
before you do anything else. It's just a new mechanism for doing that. But you can do it in a spreadsheet,
you do it anywhere, and | really wanted to mystify it for people who hear that term. It's not some
technical magic that you have to understand. It's really just about articulating success in a way that is
maximally useful for training bots.

AR ERIE:
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[01:15:50] Lenny Rachitsky
English:

Awesome. | have a post coming out soon that gives you a very good how-to for PMs have how to write
evals.

AR ERIE:
XiET, HBREA—REF, T PM ARSI,

[01:15:56] Nick Turley
English:

| would love to read it. And | hope you agree with what | just said because maybe there's [inaudible
01:16:02] to it.

FRCERIR:
BiREIER. FEMFRAERNA RSN, HFEEEE (FFB).

[01:16:02] Lenny Rachitsky

English:



Absolutely. Absolutely. And now there's all these tools that make this easier for you.
FRERIE:
SR, #EER. MENETERSZITREIIXGETEEESR,

[01:16:04] Nick Turley
English:

Totally.

FRCERIR:

Ao

[01:16:04] Lenny Rachitsky
English:

Okay, so this basically backs up this point that this is just a very important skill that product teams and
builders need to get good at.

FRSCERIF:
8%, FROXEAR FENET X—m: XE~REANEEE R TEKN—EEE EEMREE

[01:16:12] Nick Turley
English:

Yeah. Yeah.

FRCERIR:

=0

[01:16:13] Lenny Rachitsky
English:

Okay. Just a few more questions. | know you have a lot going on today. One is that this trend of ChatGPT
being a big driver of growth for traffic to sites, for products. For example, ChatGPT is now driving more
traffic to my newsletter than Twitter, which completely shocked me. | just was looking at my stats, I'm
like, "What the hell? This is not something | knew was coming." So just | guess thoughts on the future of
this, how you think about just ChatGPT driving growth and traffic to products and sites?

FRCERIR:

8%, mELAREB. RFEMRSKEBIC. — 12 ChatGPT IEFERKAMILH = SRS KNEERN . Fld0,
ChatGPT MTE A Newsletter HRAVRELL Twitter €%, XILHIFEEIR. REESIHEUEOE: “Bft
4?7 FWRERTHEIX—R." FrUFBRIFRIRRHNEZE, RUMAER ChatGPT 7~ A MisIXEhiE K

=1
nE?



[01:16:48] Nick Turley
English:

I'm really excited about it because in the same way that | find it dystopian to talk to everything through a
chat bot, | also find it dystopian to not have amazing new high quality content out there. And for that
reason, | talked a little bit earlier about search and have that solved a really important user problem early
on because you had this knowledge cutoff thing and you suddenly could talk about anything. Very
obvious in retrospect. A, it wasn't just a user problem, it was an ecosystem problem where the original
ChatGPT, it didn't have outlinks, it would just answer your question, it would keep you in the product.
And even if you wanted to keep reading or go deeper, there was no way for us to drive traffic back to the
content ecosystem. And I've been really excited about what we've been doing in search, not just because
it gives people more accurate answers, but because it allows us to surface really high quality content, like
this podcast, to people who want to see it.

FRZERIE:

B ULIFEHE. AARGRES “BIWRNBAS IR BRREFEH—F, RERET “NRLENS
WERENRATHIL” WRREFEM. Alt, ZZARITER, ERHERAT - FEEENAF R,
AUEIARIRE LB, MIMERRARTUNMERNS, ORERXRBERE: F$—, XFMNEAFARR, HEE
SRFRE. &P ChatGPT AN, ERERZFNE, BIRBESRE. BMEMBRNGR, (e
TERREFOABTES RS ANRNERRMIFMINTERINE, FMXENELETEEHNESR,
EEANEULENERDRENARTSRERNS, LINXMER.

[01:17:47] Nick Turley
English:

And of course there's so many interesting questions about, well in the Google era, there was the search
engine optimization and there was clearly understood mechanisms of how to show up and get more
traffic. So | get a lot of questions from people, like, "What is the equivalent of that? The Al era, if I'm Lenny
and | want to 10X the traffic to my podcast, what do | actually need to do?" And the truth is we don't have
amazing answers there simply because the way to appeal to an Al model ideally is the same way that you
would appeal to a real user, because the model's supposed to proxy the interest of the user and nothing
else. At least that's how | want our product to work. And for that reason, my advice is super lame, which is
make really high quality content, which is not as actionable as | think people making content would
ideally like. And I think this is why we have more work to do because maybe there's a better mechanism
or protocol that we could come up with.

FROCENIR:
R, XEARSEBHRE. £ Google BL, BERERSIZEMA (SEO), BRRMBNBIEIRINALIHRE
BZREB. FIUFRWEIRZARRR: “AlRAHNFENMIZRHA? MRBERE, HBRILBEFREN 1013, &K
ARZEAM? 7 FRE, RNELKERENEZSE, ARNERBRT, K3 ARENAHNIZSR5IESLAF
WAER—H, RARENZEAFAXENAE, ELRFERNN~REXHFEEN. FHitt, HRBINITEXR
R¥E: FIFEESRENAT. XAURFMABEIFERENIEEGARELE. XBEANTAKINEEE
ZTEEM, BIFEITA LU EF RIS Y.

[01:18:42] Nick Turley

English:



But I'm excited this is driving meaningful traffic for you, and | hope that other people making great

content start to feel this way because, again, it's a very new scenario.
R EIE:

BRRESHXAIRHERT AMERE, RHFZEMFFATATNALEFIERRIX—K, HAXHEE—
NMEEHNTR.

[01:18:52] Lenny Rachitsky
English:

There's two acronyms people have been using for this specific skill of Al driven SEO. | think one is AEO,
which is answer engine optimization. The other is GEO. | forget the G one.

AR ERIE:

N1 Al BREHRY SEO KEEEE T MES. — 1@ AEO (BRSIZMK), Z—1M=E GEO, HET G AR
A7

[01:19:04] Nick Turley

English:

Generative... Yeah, | don't know.

R EE:

£ (Generative) - =0, BETHE.

[01:19:06] Lenny Rachitsky
English:

Generative, yeah, Al optimization.
R EE:

4R Al {516 (Generative Al Optimization),

[01:19:08] Nick Turley
English:

Yeah.

FRsCERF:

=0

[01:19:08] Lenny Rachitsky
English:

Do you have a favorite of those two? [inaudible 01:19:10]-



FRSCERIE:
XN BIREEEWRAING?

[01:19:10] Nick Turley
English:

No, no. | try to shy away from these terms unless they become inevitable just because I'm not entirely
sure yet if that should be a concept or not. Again, | think ideally, ChatGPT understands your goals and
therefore understands what content would be interesting to you. And the content creator's job is to share
enough information and metadata about that content such that the Al model can make a user-aligned
decision. And therefore, I'm not sure if giving this thing a name and making a thing is what we should be
doing or not. I'm very eager to learn from folks making content about what this could look like because.
Again, we're still working through.

FRCERIR:

T, "B, RREBFAXERE, BREFCNERFIFIIER. AARTHEXZRENZAA— MRS, B
KRR, EAEERT, ChatGPTEMANER, NMERTARBTXTERSIHT. ABIEFENTERESERE
PBRESMITHE, UEAERMEFSAPA@ARR, Eit, BFHELAXFESZFHEBEME—1r
WREBIEH. HFREEMABTCIFEREFIX AR AHEF, EAKNNERRSR,

[01:19:59] Lenny Rachitsky
English:

Along these lines, another question people think about is you have GPTs, which are kind of these custom
GPT apps that you can build to answer very specific use cases. There's always this question of, you're
going to build an app store where | can plug in my product into ChatGPT, monetize that. Is there stuff
there that you could talk about that might be coming someday?

FROCENIR:
s XA BE, AMTBEHS—NEEZE GPTs, BMRA]UMEZENATRZFRERFINBENX GPT A, AR

BER: RMISBIL—MABENE? LA~ miEAN ChatGPT HLMEM, X FRHKALEHIBIE
KINEE, Bt ARLUERERG?

[01:20:19] Nick Turley
English:

GPTs are cool. They're kind of ahead of their time in the sense that we built that kind of concept before
you could really build very differentiated things. At least in the consumer space, your learning GPT is
going to be pretty similar to what the model could already do out of the box. So it's mainly a way of
articulating a use case to people, but it doesn't have enough tools yet to make something that feels like

an app, so to speak.
AR ERIE:

GPTs fREG. RMRZE LENRETHN, HARMNEANBERBEZLERHRANRAZAIMEL 7 XM
Do EMEHRE, RIIZE GPT AJae SREATERIANEENIFERMN. FMUEETER—MEANBRTAGIR
AR, EERERARBHIARMEEERIG “App” BIKRME.



[01:20:47] Nick Turley
English:

Different in the enterprise by the way. We're seeing a ton of adoption of GPTs there because just every
single company has very bespoke business processes and problems, etc. And it's a really, really useful
tool there. They also have unique data that they can hook up to these things that it can retrieve over. So
we've seen a lot of success there.

FRZERIE:

IffER—T, FEEWViRERTERE. FKI1EE GPTs EMERAEXRA, AANERATHEIFEEFILALSS
AEMEE. EEBER—TIFEERANIA, tIEEREFNEIERT RN, HIRENER, FrIARIERS
EEETRZMI.

[01:21:05] Nick Turley
English:

| think the idea is the right one, and | think we're going to figure out a good mechanism for it. Because
when you have so much capability packed into Al, it feels really powerful to allow people to package that
up in ways that have a clear affordance, a clear use case, and are differentiated from each other. | also
would love it if you could start a business on ChatGPT. | think there really is a world where, as this thing
hits a billion user scale, it can get you distribution, it can get you started on making something in the
same way that people built on the internet and there was entirely new businesses to be built.

FRCERIR:

HINAXPFEZNE, HNSBE—NEFONE. BAY Al ZSMIRAEENN, AFANTEEITEREA
BAMIhEE. PAMANIERILERMHA, RIFFERAN. HWAHLIREETE ChatGPT Lk, HFBEEENE
ERXFE—MER . GXNFRAEE 10 ZAFARE, ERTUNMRRESILZRE, ILRFReIE—LRA, MK
MTEEER LI FHRE T 2RI IR —H,

[01:21:41] Nick Turley
English:

So | think we'll have more to share there in the future. GPT's was an early stab. And I'm just excited to
evolve the thinking there as the models get good and our reach increases as well.

FROCENIR:

FRUARKRENEZBEEZ DR, GPTs AR— T RHNER, MERELTBEMENNBSTEY K, HRMEEH
—HEHAXFENEE,

[01:21:51] Lenny Rachitsky
English:

Amazing. That is really cool. I'm really excited to see what you guys do there. Okay. Completely different
direction. Something that | know about you is you studied philosophy in college.

FRCERIR:



KiET. XENRE, FRIFEIMITERBLENESE. F, RO RENSE. HAMERAFEFHNEE

Fo

[01:22:02] Lenny Rachitsky

English:

Computer science and philosophy, right? A combo.
R EE:

HENBEZENEE, WE? — M5,

[01:22:05] Nick Turley
English:

Yeah. | started as a philosophy major and took one coding class because | really liked logic, and
programming was most similar to that. And then | fell in love with coding and then eventually computer
science, and | just kept doing more and more of it. But until then, I'd never really thought of myself as a
technical person, so it was kind of a late discovery in my life that I'm very grateful for.

FRCERIR:

T, BRVREFT N, ARNEESWEES, FILUET —HIZR, EARRESEEREMN. AEHE
ETHRE, RERERRATHENME, H—HWEATE. T2, BMREFECEMEABEAL, FIUXE
BEFP—MREIARI, BEMLIIEERR.

[01:22:27] Lenny Rachitsky

English:

What an incredible combination for someone leading this product [inaudible 01:22:30].
FpERIE:

MFAFEN=mBIARR, XER— 1 FrIRINEIAES,

[01:22:30] Nick Turley
English:

It's true. It is really coming in full circle in a way that | couldn't have predicted. The amount of questions
you have to grapple with are truly super interesting. And philosophy, it's not a traditionally practical skill,
but it does really teach you to think things through from scratch and to articulate a point of view, and |

think that has come in handy numerous times.

RSz ERIE:
se, XEMU—MBREETEMNAREITERS, MEEBELENDIEENEEER, TFBEARATEERN

SCRHEE, BERSEHRSMMAFIBRZREHERUR, ZIANXERSHEEIKLT Bi7.

[01:22:51] Lenny Rachitsky



English:

Is there a specific philosopher or school that has been most handy to you, or is there more just the
general [inaudible 01:22:57]?

FRSCERIE:
BREMMSENTERITIRTIREEEE?

[01:22:56] Nick Turley
English:

Oh, there's so many.

R EE:

|, X&7,

[01:22:56] Lenny Rachitsky
English:

okay.

FSCEiE:

gFrg,

[01:22:57] Nick Turley
English:

| wrote my senior thesis on whether and why rational people can disagree, which also comes in handy
when a lot of people with very different values have opinions on your model behavior or on how things
should work. So | really like 20th century analytical philosophers. It's kind of dirty stuff, but | don't know if
| have a favorite. It's too many to count. But that's the kind of stuff I like. And some of it ends up being
quite analytical. You have let P be this theory of love and let Q be this other theory of love, and then you
do some sort of symbolic manipulation. So it is just as much a brain thought exercise as it is... Or it's
much more that than practical, but it taught me how to think in a way that continues to be pretty
valuable.

FRCERIR:

FEELIEX SRR "BENARSURNAZFERDE , SIFSNEREFHNANRIREITANIEES
AARENE, XIFEER. HIFFER 20 HENOITEFER. RAERMLIE, ERLERENRN, XZ7T
HENRBHNE, BEATEEIRE: Rig P EXMERBEIL, Q@5 —M, ARHEITEMNTSHER, X
BT ARBLELS), WEKBAKREERNE, EHRI TR —MFERENREH.

[01:23:48] Lenny Rachitsky
English:

Incredible. What a cool combo of skills and background. Last question before we get to very exciting
lightning round. So you were a product leader at Dropbox, then Instacart, now you're the PM of arguably



the most consequential product in history. How did you land in this role? What was the story of joining
OpenAl and taking on this work?

AR ERIE:

KT, AEREIZHRENERAR, EEASAMENNBRRRNZA], &KE—1A: {RE=Z Dropbox
Instacart (9= mARA, MEMREHE LEEAZWAON @B PM. RZWMAISEIXMNERAIAY? 1N OpenAl
HABEXNTENERRERTA?

[01:24:10] Nick Turley
English:

Every single career decisions | ever made, including my first one out of college, was just figuring out who
are the smartest people | know that | want to hang out with and learn from, and can | work with them?
And I don't know how to vet companies, | don't know how to really logically think through what space is
going to take off or something like that, but I just do feel like | have a sense on people. And for Dropbox, |
followed the head teaching assistant for a class that | was TA-ing. And for Instacart, | followed some of the
smartest product people | knew. And for OpenAl, the person who recruited me, Joanne, | had messaged
her about getting off the DALL - E waitlist and she said, "Only if you interview here." So she turned it into
a reverse recruiting thing.

AR ERIE:

EHIHNE— 1 RRE (BFEAFELENE—) MREFTE: BINRNRIEANAZSIE? BEMTE—ik
HEHEEFES? BFRNENFAEEQT, WAFENMAZIEMZ RN ERIEL, BEY ‘N §—
MED, X Dropbox RENFKIEM T KU IFNEFERE, = Instacart ERENFKIEM T —LFKIAIR
HEREREEM = mA. EF OpenAl, BEEFM Joanne, YT ZEERMEATBEM DALL « E B9fEHZEEH
R, #hin:  PRIFRRX)LEIE.” FAIMIBE TR T —17 “‘RABE" .

[01:25:02] Nick Turley
English:

And initially, honestly, | didn't know what | would do here because it was a research lab and | was a
product person and they said, "Don't worry, we'll figure it out." And they were sort of being cagey. And |
thought they were being cagey because it's OpenAl and they can't share anything, but they were being
cagey because we actually just didn't know yet at the time. So | showed up and | did everything under the
sun and it definitely wasn't product. It was like, | think my first task was fix the blinds or something like
that. And then | started sending out NDAs for people because they needed some operational help. And
then | started asking, "Wait, why am | sending out NDAs? Oh, so we could talk to users." And | was like,
"Talking to users, that sounds like the thing | know how to do." And | quickly stumbled into doing product
work, and then eventually leading a bunch of product work. But it was organic by just showing up and
doing what had to be done because, again, the company I joined was not a product company by any.

FROCENIR:

BAY, SRBEAFERX)LETW, EABEMARALERE, MERTTmA. wITH: “FHEL, HN=HE
AR MR RINGE R HEM (cagey). HLUNZEA OpenAl RERFE, BHESLEENHIIHA]
BEWEARME, FrUFRT 2B AT, ENFRT=RmIF. RNE—TMESHFEREEHEZEN. AR
HFREBEARELREZEDIN (NDA), AANMNEEZESENEY, BEERE: “FF, HATAER NDA?
MR, BATERAPRM.” Fo08: “RAPM, XEHAM,” FRERRMIRTIREF B~ RIIE,



REATFT—RIFRIE. X—UMEREALREYN, nEdd “HI” HEIRLELTREIE, ENFMA
B, XIRERE—RTmAF

[01:26:00] Lenny Rachitsky
English:

Wow. This is such a good example of, I don't know if you think of it this way, but when someone offers you
a seat on a rocket ship, don't ask which seat. [inaudible 01:26:07].

FRSCERIF:
I, XER—MEENGIF: YENRIEIREANET, 3URMIEER,.

[01:26:08] Nick Turley
English:

Yeah, so | didn't know it was a rocket ship. | kind of got nerd sniped is what | would describe it as. Where
as | prepared for the conversation to get off the DALL - E waitlist really, | just started reading about the
space and that piqued the philosophy brain and then also actually the computer science brain. | was like,
"Wait, this is cool." Then I started reading all the academic papers of that era. So it was intellectual itch
and the people, but then | stayed for the product opportunity, obviously. Post ChatGPT, when that took
off, realized that we'd built a rocket ship where we'd launched it while building it, maybe is the analogy.

But | can't say that it felt like a hyped job or anything like that when | applied.
FpERIE:

T8, BRIARNFMERPZANET. HEREBLEN “BREAEZEKSIT” (nerd sniped) s AT IRXTF
DALL « E {&4M2 BAVIKIE, BFFRIEAARTURMIRN, XA THRNEFAM, ZREHBHL TR ENR
FA. OB “FEF, XXET.” ARRFBEBIIAAENFEARNEN. PRSI EREEMN AR
INEJIRSI T3, HA, ERBEATFRINEEBT THK. ChatGPT |&AfE, HRIRFIFENET —MAF, MER
AKIDE, BRFIBEN, T2REFXE—MHRIEMERNIIE

[01:27:00] Lenny Rachitsky
English:

So a lesson there is, as you said, follow the smartest people you know. There's also just this thread of
follow things that are interesting to you. Just you playing with DALL - E led to this opportunity.

FRCERIR:

FrAZGIFL R . WIRERIR, BREMRINEHNRIEENA, TEH BRI MEBHNEY, NNERAIMRES
DALL - E, FLEIHT XMW=,

[01:27:10] Nick Turley
English:

Yeah, yeah. And actually that's something we still test for is curiosity is an attribute that we think matters
so much more than your ML knowledge. I'm not making a comment on research hiring. | think you do
need some ML knowledge, I'm afraid. But for product and engineering and design people, and those



kinds of functions, | actually think that if you are just curious about the stuff works, it doesn't matter at all
if you've never done it before. In fact, if you were to filter for people who've done it before, you would
have a very narrow filter of very lucky people rather than necessarily the best people you can get. So |
think we've scaled that. Certainly what got me here, but | think it's actually, just generically, been a good
predictor of success at OpenAl.

FROCERIR:
e KRR ERMNIAEEREKAZMAX—R: a0 HIMVANFEOLIMRENEFS (ML) MIREER

%o BAREITMIARKAEE, MIARDIEHEFE MLANR EXFrm. TIRMILITEFRE, FAnnm
RIFIXERFERSIEA T HIFE, BEURIRMEHTERXR, FRLE, MRMIATFEMIBIA, REY
mRIEERE, REeBE—/NEED) L, MA—EEBRFNAT . UM 7T XMIES, XHEERILEFK
AXENER, MEKRIAANXEEWZTE OpenAl BUIFEINRI RIF NS

[01:27:50] Lenny Rachitsky
English:

Nick, | told you | had a billion... I said | had 2 billion questions to ask you. | feel like I've asked a lot. | feel
like I still have a billion left. But | know, you told me right after this you, have a big GPT- 5 check-in that
you got to get to. So-

AR ERIE:

B7e, FRIIHE 20 20, HREF/HELRTRS, EREER 101210, BFE, RF=)LEE—T
ERH GPT-5 #HEREESM. PRUL—

[01:28:01] Nick Turley
English:

We got to ship.

R EE:

BAIS %,

[01:28:03] Lenny Rachitsky

English:

We got to ship. Better ship now that this is recorded and we're putting this out.
FRCEIE:

WK, BEAXBRBEERTRT, BITBELAHRERT, MIRFEERR.

[01:28:08] Nick Turley
English:
This is true. [inaudible 01:28:08].

FRCERIR:



FsEanit,

[01:28:09] Lenny Rachitsky
English:

This is the forcing function. Okay, so before we get to a very exciting lightning round, is there anything
else that you want to share, leave listeners with, think is important to share?

FROCERIR:
XE SREIRE o i, EHANNBRERZE, EFFTABSELITREING?

[01:28:20] Nick Turley
English:

| try to share a little bit about how | made decisions because | hope to... I'm not that far out of school. |
relate a lot to people who are coming in the job market, who are trying to figure out what to do with their
life right now. And | feel very confident that if you surround yourself with people that give you energy and
if you follow the things you're actually curious about, that you're going to be successful in this era. So my
parting advice to folks really is put yourself around good people and do the things you're actually
passionate about. Because in a world where this thing can answer any question, asking the right question
is very, very important. And the only way to learn how to do that is to nurture your own curiosity. So it

worked for me and it's the one repeatable thing that | can share. Everything else is luck.
FZERiE:

FRAEDZE-ERMRENAN, RAFHELEEZA. HREEBPENHENRG. EREFERAESR
BN HIFERELD, WRMBAEEEERLMEENA, WRIEMIREEFFNEY, FEX MRS
e FTABRGARNIERIBRINZ: SMBENANE, BREERZNE. EAE— Al SEOZEEMR=EA tH
FRE, RUERNEEFEEE MFIRPINE—FEMBEFREF T 0. XNHEENT, WERREDSE
HE—RTEE RN, Ht—I#ERIE .

[01:29:15] Lenny Rachitsky
English:

This is counter to what a lot of people are doing right now, which is follow the money. Where can | make
the most? How do | grow this thing and make $100 million? All these people that are getting these crazy
offers were not planning to make a lot of money doing this.

FROCENIR:

XEMERSANMEER, REAR “BHE" . WERSRS? RELAREBXDEMAR—ZEER? M
LEIMEZERIE Offer A, RAIHFTERXMHRAH.

[01:29:27] Nick Turley
English:

It's quite interesting to see that stuff play out because I think all these people entered school for genuine
reasons. They were excited about the space, they were researching it, they were pursuing knowledge, and



I'm happy that that's being rewarded. And | don't know what the rewards will look like in the future,
especially in a post-AGl world. But | just a feeling that if you follow that advice, you'll end up okay.

AR ERIE:

BIXEZBENARREE, AATANAXEASHEANZI NI HTFARNERRE: th{13X D FuEE
HE, WERRE, MIEERNIR, FREMIMIERFE T ER. HAMERKBIERZEHTAEF,
RRIRERE AGI . EHRE—FER, WNRIFEEBNEN, MREASIFRT.

[01:29:54] Lenny Rachitsky
English:

With that, Nick, we've reached our very exciting lightning round. I've got five questions for you. Are you
ready?

FRSCERIE:
BaRTE, BITENT S ANMENNE®Y, BREE MO, HEEFT7E?

[01:29:59] Nick Turley
English:

Sure, yeah.

R EE:

M7 gk
Ho

[01:30:00] Lenny Rachitsky

English:

What are two or three books that you find yourself recommending most to other people?
R EE:

MERBENAEENR=ZEBEMFA?

[01:30:04] Nick Turley
English:

In the product space, probably things like High Output Management or The Design of Everyday Things, or
those kind of classic type things because | think they're extremely applicable in Al.

FRCERIR:

TEERGE, TTRER (B~ HEE) (High Output Management) 3 (&t 0% ) (The Design of
Everyday Things) ZEmZH, EAKIANENTE Al TUEREIER.

[01:30:13] Lenny Rachitsky

English:



We talked about philosophy. | don't know, is there a philosophy book you're like, "Here's the one to read
if you're getting into this."

RS ERIE:
BINWBTER, E8EWATEZHEIMREE N TRIE” 1?2

[01:30:17] Nick Turley
English:

Oh man. Anything by Rawls and Nozick. | like the political stuff. I think it's really fun. That is a type of thing
| recommend. | don't think there's a practical reason to read that stuff, but | will nerd out about it with
you. So at your own peril.

AR ERIE:

XMW, F/RET (Rawls) MiEFFR (Nozick) WEMH. RERBUEHEY, REREB. XRAIWFNR
o HARSRXERHAKANER, ERZREIBRIMANRIT. FIL, ERER.

[01:30:32] Lenny Rachitsky
English:

Do you have a favorite recent movie or TV show you've really enjoyed? If you've had time to watch
anything.

FRCERIR:
LBt AFEERVER S EMRRID? NRIMEREIERNIE,

[01:30:36] Nick Turley
English:

| think you've got to do a little bit of sci-fi to be in this space. You shouldn't copy any of it, but I think you
learn from it. So regularly re-watch Her and Westworld. Severance was great. | think that's the stuff that,

when | have time, I'll meddle with.
AR ERIE:

CRISTEX N URTIE, MMEERRLORE. MAZBHWEERNRNS, EBRATUMBES, RESTHHEE (M)
(Her) #0 (7SR (Westworld) o {AETIZEIAR) (Severance) iR, XEERERETRESEMNERA,

[01:30:56] Lenny Rachitsky
English:

That is awesome. | love that those are the two. Of all the sci-fi movies, those are the ones you resonate
most with and find most interesting and valuable.

FRSCERIF:
XHET, BEWXWEL, EFAERILERT, XHB2FEEHRE. REEREBERENEN.



[01:31:03] Nick Turley

English:

Yes, but that's probably my own limitation, so I'm sure there's more to discover.
R EE:

TR, EXABRERTMANGBR, REEEEESETLIENER.

[01:31:08] Lenny Rachitsky

English:

By the way, have you read Fire Upon the Deep, that sci-fi book?
HRCERIE:

JRfEE T, fRisud GRMLEAIA) (Fire Upon the Deep) BBZ/)\5iNZ?

[01:31:08] Nick Turley
English:

No.

FRCERIR:

BB

[01:31:13] Lenny Rachitsky

English:

Okay. I don't know if you have time to read this book, but | think you would love it. It's such a good-
R EE:

o HARNEMRERBNELR, BRINAMTEERN, EB-R—AFFEHHN—

[01:31:16] Nick Turley
English:

Oh, man. Okay.

FRCEIE:

MR, 4FEY,

[01:31:17] Lenny Rachitsky
English:
... Al oriented sci-fi space opera sort of book.

FRsCERE:



------ LAl ASRBB IR EHEILBFE.

[01:31:20] Nick Turley
English:

Great.

FRCERIR:

KIF7To

[01:31:21] Lenny Rachitsky
English:

I'll check it out, thank you.
HRCERIE:

BEEXEBEN, B

[01:31:22] Nick Turley
English:

Yeah.

FRCERIR:

989

[01:31:22] Lenny Rachitsky
English:

Okay. Off tangent.

R EE:

9F, HHZET o

[01:31:22] Nick Turley
English:

Yeah, yeah, yeah. For sure.
FRCERIE:

=0,

[01:31:26] Lenny Rachitsky

English:



Okay. Do you have a favorite product you've recently discovered that you really love?
FRERIE:
FREBESERIMTAFEENRN. ILREFEFN~m?

[01:31:29] Nick Turley
English:

| actually don't. | am at extreme capacity. It's kind of interesting. API developers ask me like, "Hey, are you
going to copy all of our products?” It's like, | actually just do not have time to follow up what's going on
outside of OpenAl because the pace here is so, so intense. So don't have good recs for you, I'm afraid.

FROCERIR:

HEEH, BNBENELRIMET. REERHN, APIARERRAEK: 1B, MINPERINFAEN~R
15?2 7 BLE, FRALEERZE OpenAl ZHNERET HA, AAXENTEREKT . FILREIHZT AL
AU

[01:31:54] Lenny Rachitsky
English:

That's a comforting answer, | think, to a lot of product companies. Go figure. Nick has no time to even
listen to our stuff. Oh man. Okay. Do you have a favorite life motto that you find yourself using when
things are tough, sharing with friends or family that other people find useful?

FROCENIR:

HEBEXWNREFRABDRAZR N AMBNER, BEE, EREERNRBEIRZININAR. F. MELKEMTA
AERE, BERERASAE, HEDELFRAIARSERAN?

[01:32:10] Nick Turley
English:

Being the average of the five people you spend the most time with is a thing that | really internalize, both
in my personal life, where there's people who give me energy and who lift me up and make me a better
person. My fiance is one of those people, but there's many people in my life. But then there's also just, at
work, there's the equivalent. And again, that's how I've made all the career decisions. It's like who do |
want to learn from? So | apply that principle constantly.

AR ERIE:

YREIKFRIFERBRZNATANTIIE" , XIRHREERAUN—GIE ETALET, HEOEERSAHK
REE. BRBBEHILETFTEFHA. HHKREEMZEFZ—, REGFEERZAEZNL. FITEFER
—1¥. BREE, XMERMPIERIRENMKE: FBMEFS? Z—EHERTX MR,

[01:32:36] Lenny Rachitsky

English:



Final question, everybody | talked to told me that you are a very good jazz pianist. You have won
competitions. | think you were planning to do this as your main thing and then you somehow took the
side quest.

FhSCERIE:

Ra— A FPINSPABESFHRMB-TFELHEHNELINER, FEEIR, FBFREITELE
U EL, ERFMEANELTXF “THES -

[01:32:47] Nick Turley
English:

Yeah, | chickened out that at the very last minute, but | was going to go to school for music. And that's still
my, hopefully, chapter two.

FRSCERIE:
2N, BRERE—ZBET, BERAFITEEETSRERN, FERNEESBRALENE_BE,

[01:32:55] Lenny Rachitsky
English:

Wow. | love that that might still happen.
R EE:

I, FEWX BINAIELRE" XM,

[01:32:58] Nick Turley
English:

Might still happen. Now I'm in some for fun bands and we will kick from time to time. It's like the one
thing | can do when I'm otherwise super tired and can't think anymore because it balances me out in
good ways. But yeah, hopefully I'll get to do more of it in the future.

RSz ERIE:
AJREakE, MERSMT —EURERI, BREEH, XERERERRE. TEEENBE—EMNE, BN
CRERIFITERIRS. FERKEEEZHAMXGE,

[01:33:16] Lenny Rachitsky

English:

Is there any analogs between music and your job? Anything that you find-
R EE:

BRMIFNIIEZE B+ AE?

[01:33:20] Nick Turley



English:

Yeah, actually. | feel like you could think of software development as, or being a product person, as you
could be a conductor of an orchestra or you could be in a jazz band. And | think of it as a jazz band where |
don't believe in the idea of everyone having this set part that they have to play and me kind of telling
people when to play. | love how in jazz, or other forms of improvised music, you're kind of riffing off of
each other and you listen to what one person played and then you play something back. And | think that
great product development is like that, in the sense that ideas could come from anywhere. It shouldn't be
a scripted process. You should be trying stuff out, having fun, having play in what you do. So | use that
analogy a lot. For those who like music, it tends to resonate.

FRZERIE:

B, HRESIRAILUBRHF LM~ mIEBEFREZX/RUNIEE, RERBLRUN—5R. REMATH
TR BRAEEESTABEREENREGIRER, UAREHARRESFART A RIZER. HERE
REHEMBE RPRBBHRES— ARERH L (riffing off) , {RIFFIABEET A, ASMEHR—E. FIAN
MENFRARBRN: SFIURBEMMS, ERRE—TMRAENNIRE. RREEZRH. ZFHEF
B, ELEPRE U BO0S. REERAXTEL, WTFERERHARN, XREHG,

[01:34:13] Lenny Rachitsky
English:

Nick, | am so thankful that you made time for this. | know today is insane. Tomorrow's going to be even
more insane for the entire world. They have no idea what's coming. Thank you so much for doing this.
Two final questions. Where can folks find you if you want them to find you online? Where can folks find
GPT-5 potentially. And then just how can listeners be useful to you?

FROCENIR:

E5e, IFERGIRMEEISM, RAMESRERIE, BRYEERRKRZERIE, AREFBEEFLEM
Zo IFERH. REMNR: MRAFKBEM LB, EMEL? AREWEHK GPT-57 LUK, IFREN
M=t A?

[01:34:31] Nick Turley
English:

Just use the product. You don't even have to pay. Should be your default model starting tomorrow and
just use it and don't think about models anymore. Unless you want to and you're a Pro user, in which
case you get all the old models. So rest assured. And useful, honestly, | learned so much from people at
large and ChatGPT users, et cetera, so just keep doing your thing. | am watching and learning, and |
appreciate all the feedback. So I'm sure after we fix the model chooser, you guys will roast me for

something else and I'll take it. So keep it coming.
R EIE:

ERFEMIT. MEERFTEMNTE. MBBRECNZEMBAAMER, REATE, HBERRENET. KFiF
fr2 Pro AF BRAIARE, BRtgRE. EFTHHEBEFLAM, WKIE, TN AKAFM ChatGPT EBAES L
FETKRZ, FRLUBHSEMIREMIIE, RENENFS, HRSFAENRR. RBEERINEFREER
e, MSENFINERLER, RSERH. L, REREE,



[01:35:05] Lenny Rachitsky

English:

Amazing. Nick, thank you so much for being here.
R EE:

XET, Br, IFEREIREXE,

[01:35:08] Nick Turley
English:

Thanks for having me, Lenny.
HRCERIE:

BHaEE, K.

[01:35:09] Lenny Rachitsky
English:

And good luck tomorrow.

R EiE:

BEAXRFIZ,

[01:35:10] Nick Turley
English:

Thanks.

A EiE:

11154

[01:35:11] Lenny Rachitsky
English:

Bye everyone. Thank you so much for listening. If you found this valuable, you can subscribe to the show
on Apple Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a rating or
leaving a review as that really helps other listeners find the podcast. You can find all past episodes or
learn more about the show at Lennyspodcast.com. See you in the next episode.

FRCERIR:



ARBMI, FERGUIT. MNRIRTESHENME, SILIE Apple Podcasts. Spotify BifRERRVIEER N A 1T,
te5h, IBEEBATNTOHE TIFIE, XeEFRBEMITARIXEIFA]. RAILATE Lennyspodcast.com i EIEHAT
B, THIE,



