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[00:00:00] Ryan J. Salva
English:

We had actually created a snapshot of GitHub's public code for what we call the Arctic Code Vault, right?
Essentially, this is up in like way in the Northlands of Finland, there's a seed vault. We were like, you know
what? Seed vaults are really there to preserve the diversity of the world's flora in seeds in case of some
crazy either natural or manmade disaster. But another really important asset to the world is our code, our
open source. This represents actually a lot of the collective, well, certainly software, if not intelligence of
kind of the modern world, right?

FRSCERIF:

FHAEFR LA GitHub I AFFREZEIZE T — MR, BFIHNIPMBA “dbikEZE" (Arctic Code Vault) , *t
E? B L, XMERESTZEB NS, BEE— M FE, ENNUNE, RIER? HFENEEENT
ERERIEMNBARATARNKER, BIHFREFHFEYENSZSHEYE, EHR ES— M EEEENE~ 2
RS, FATNFFRINE, XEFRERARTMAAERNFZERRRE, IERAREREE, HEERERRY
R, XfiE?

[00:00:44] Ryan J. Salva
English:

We had put this snapshot of public repositories on this silver film that would be preserved for thousands
of years in this Arctic Code Vault. Well, we took that same data snapshot and we brought it to our friends
over at OpenAl to see like, okay, what can we do with these large language models built on public code?
Well, it turns out we can do some pretty cool things.

FRCERIR:

HNMBEXELAFCENRBERERGRA £, XERAAUEIRABERREFRTE. EX, RIHEER
BRI HEIRIRIRIET OpenAl M9ARR, BEE: B, FAXEETAFABHMENNESRE (LLM),
FAReEt A2 LRI, AT UH—LIEEERENES.

[00:01:13] Lenny
English:

Ryan Salva is VP of product at GitHub, where, amongst other projects, he incubated and launched GitHub
Copilot, which in my opinion is one of the most magical products that you'll come across. If you haven't
heard of it, it uses OpenAl's machine learning engine to autocomplete code for engineers in real time as



they're coding. | think it's one of the biggest advances in product development and productivity that
we've seen in a while. I'm always really curious how a big product like this starts, gets buy in, build
momentum, and then launches, especially at a big company like Microsoft and especially a product like
Copilot that has surprising ethics challenges, scaling challenges, business model questions.

FRCERIR:

Ryan Salva 2 GitHub B~ mEl S 8. ERZWMEF, FHLHLHT GitHub Copilot. EIHEX, XZfREE
BENRHFNTMZ— MRMERIMEIE, EEMARZE OpenAl MNZFI5IE, EIRINRES I3
KRS AT B 2. FINNXEBHAN KRB BILUREFRARMNEFHTFEINERNAT 2 — H—
BRFFEE-NAE~RZWNAEAEN. MAREE. NARBEAHRERTH, THEEMIXFRN
A2E, ME% Copilot XEFHmitHEHIGE <L ANRFCIENL. ¥ R R ARTUR] .

[00:01:55] Lenny
English:

Also, this came out of a small R&D team that GitHub has, and it's so interesting to hear what Ryan has
learned about incubating big bets within a large company, and then taking them from prototype to
Microsoft scale. Ryan is also just super interesting as a human. He's got a very non-traditional
background. | am excited for you to hear this conversation. With that, | bring you Ryan Salva. If you're
setting up your analytics stack, but you're not using Amplitude, what are you doing? Amplitude is the
number one most popular analytics solution in the world used by both big companies like Shopify,
Instacart, and Atlassian, and also most tech startups.

FRCERIR:

tesh, XAmEHE GitHub I—Nif& (R&D) ElfA. Uff Ryan ZEEARXEAEWHE “TW” BmE, #
BEMREERAMRESINMIE, XEFEEB, Ryan FABRNMEEERBHA, EEFEEZHENESR
HREAFIL ARIFEIXERHIE, FE, iEFEAIWE Ryan Salva, MRIRIEEEBED % (analytics stack) 0
% F Amplitude, BRREEFWIE? Amplitude BLIKEZVONN TR RFGZE, FTiLE Shopify. Instacart
0 Atlassian XEFHNALRT, TEAZHEHZVEIAREEFRE,

[00:02:38] Lenny
English:

Amplitude has everything you need, including a powerful and fully self-service analytics product, an
experimentation platform, and even an integrated customer data platform to help you understand your
users like never before. Give your teams self-service product data to understand your users, drive
conversions, and increase engagement, growth, and revenue. Ditch your vanity metrics, trust your data,
work smarter, and grow your business. Try Amplitude for free. Just visit Amplitude.com to get started.
This episode is brought to you by Athletic Greens. I've been hearing about AG1 on basically every podcast
that | listen to, like Tim Ferriss and Lex Fridman.

FROCERIR:

Amplitude HEMFFAFEN—1], BEEBAETLBHANS =R, XRTE, EEXRE—IERNEFHE
5 (CDP), #HEBIRUAIFIARBRRETHRAF. NrNERHEX=RidE, LURERAF. #aiEH
BME5E. BKMBN. MFERIEIR, SEMOEIE, BRAMTEHLRELS, %&ERXA Amplitude,
J5ia] Amplitude.com BIRIFFi8. A% T HH Athletic Greens # 8, BRE X LEIRNE N BT EEEERE
AG1, tb¥l Tim Ferriss #1 Lex Fridman BT3B,



[00:03:20] Lenny
English:

| finally gave it a shot earlier this year, and it has quickly become a core part of my morning routine,
especially on days that | need to go deep on writing or record a podcast like this. Here's three things that |
love about AG1. One, with a small scoop that dissolves in water, you are absorbing 75 vitamins, minerals,
probiotics, and adaptogens. | kind of like to think of it as little safety net for my nutrition in case I've
missed something in my diet. Two, they treat AG1 like a software product. Apparently they're on their
52nd iteration and they're constantly evolving it based on the latest science, research studies, and
internal testing that they do.

FRCERIR:
SERLEMMERATZRHAT T, SRR THRERAITAFNZLOENS, CHRERFTERNGFHRF
BEXENBEENATFERE. XTAGL, HAE=ZRIFEER. F—, RF/NIATK, REIBETRUL 75 fhEE R,

Y. mEEMENR (adaptogens). HENBERREFNNREN, UMKEXBRPERFT 4o
B, B AGL HER M mEXNRF. BAMINIEL#ITTE 52 RiER, HERRERHAIRIZHRN
BRI TR

[00:03:59] Lenny
English:

And three, it's just one easy thing that | can do every single day to take care of myself. Right now, it's time
to reclaim your health and arm your immune system with convenient daily nutrition. It's just one scoop
and a cup of water every day. And that's it. There's no need for a million different pills and supplements
to look out for your health. Make it easy. Athletic Greens is going to give you a free one year supply of
immune supporting vitamin D and five free travel packs for your first purchase. All you have to do is visit
AthleticGreens.com/lenny. Again, that's AthleticGreens.com/lenny to take ownership over your health
and pick up the ultimate daily nutritional insurance. Ryan, welcome to the podcast.

FRCERIR:
F=, XRBSRWBEERMHIINBMBECSH—4E. NESMNEERER, AEENSEERREMNERE

AR T . BRRAFAINEKRN—HFK, MXAER, FRENTRESZEEMAENAGRM TN L3515
TEE, Athletic Greens RIAMEAMEREREZEN—FREBZIFHEER D NENRERITE. (RRFIHA
AthleticGreens.com/lenny, BX3&3E, i4ia] AthleticGreens.com/lenny, EIF{RIVERE, RIEREHEF
fRPE, Ryan, SUMIRIFNAEE.

[00:04:42] Ryan J. Salva

English:

Thank you, my friend. | am genuinely very excited to be here. Lovely to geek out with you for a little while.
R EE:

AR, TR, BREMNBEXEERIIXE, BREXEeMr—EsdtHeAN LE—=) L.

[00:04:48] Lenny

English:



I'm excited as well. We were chatting briefly before we started recording and you mentioned a little bit
about your background, which is really unique for someone that is leading product at GitHub. Could you
just share what you studied in school, and then briefly just how that led to your career in product
management?

FRCERIR:

HBRME, EFEREMRNEEM T, RREATMANER, WF—NE GitHub AT~ mBIARNR, XE
AORISS. fREEDZE—TMREERENZM 4, URXNXEINFE5|SIRE R mERIR £ ERD?

[00:05:07] Ryan J. Salva
English:

Oh wow! You're going to make me remember all the way back to school. Okay. Back in school, | was not a
classic software engineering, CS major. The kind of esoteric answer is philosophy of aesthetics and 20th
century critical theory. The easier access answer is philosophy and English. But primarily it was really
about how do we, as people, communicate with each other, how do we express ourselves through
creativity. As humans since the dawn of time have been painting on cave walls and dancing around the
fire and writing stories and novels and singing to each other. | was just really interested in how we convey
our experience of the world to others.

AR ERIE:

et ! REULFRERRAUMEZIRNBFT. FE. TFRE, HA2HRBRETEIITENRZE (CS)
Tk, HWRRRMEIER: EFEFM 20 HEf IR, SR —cHNEER: TFMRE, BRO0HEHERXT
HNMEAAMERERR, NEIEIENREBS. ARBHLRMETRIUEE Frm,. BEAERE. 5
WENG. BRI, HREBXNINEEMAGATA TN R AR BB,

[00:05:58] Ryan J. Salva
English:

| got started in software development and product management because | wanted to be in the business
of creativity. We're at a really, really unique time in human history where we actually get to witness the
advent of a brand new medium. Software development and the worlds that it creates wasn't possible, |
don't know, maybe 50, 60 years ago now. If I'd been born in the 1700s, | probably would've been the guy
making, | don't know, new colors of paint and paint brushes, but | wasn't. | was born kind of at the turn of
the 21st century, and so | work in engineering.

FROCERIR:

HAEMEREF RN RERE, BREAREKRET “CIEN" X—1T. HRINELTFALRBE L—NIFEIRE
HUBSHA, FRSERR EIIET —MEIHENEIRE. MEFAREEISHIHFRIEARME 50. 60 FRIZFRIEERN. 4
RHER 18 g, KRR — MRS HRABMNEENA, ERFRE. HHEE 21 HLE23, FRUATM
ETEIF

[00:06:39] Ryan J. Salva
English:

That's what I've been doing for the last about a little bit more than 20 years now, working sometimes in
startups, some of them other people, some of them my own, about 10 years at Microsoft and now three



years at GitHub.
FRZERIE:

XX 20 ZE—BEMNEE, BRNEVCIAS I E, BEEIAN, BEERECH, EHRIIET
A9 10 &£, MWETE GitHub TFT 3 &,

[00:06:51] Lenny
English:

Amazing. | didn't know that was a job to make new paint colors for paint brushes. Is there a color you

would come up with?
FRCERIE:
KBEFT. BUBAENBEHESTRRABHEE—H I (REBHTAEE?

[00:06:59] Ryan J. Salva
English:

Oh man! It so happens that yellow... | think | would do a really vibrant gold sunshine yellow if | was in that

business.
RS ERIF:
MAREE! RT5&EE- - WNRFMAIT, BEHISM—FIEBFTH SIS EMENE,

[00:07:13] Lenny
English:

Very positive, happy. | love it. That could be a new GitHub brand color. Today, you're VP of product at
GitHub. Before that, you were a super senior product leader at Microsoft, and I'm always curious how that
transition happens when you move from just a longtime senior product leader at a larger company to
taking on something like this that was an acquisition. I'm curious what made you decide to take this leap,
and then just was there anything interesting about the machination that went into just making that
transition and figuring that out?

FRCERIR:

FERMR. RER. FHER. BARRILIELA GitHub BFmkE®. X, RE GitHub BV~ MmEl S &, FEILbZal, R
EHENERTmASE, Z—EHRFE, SIMK—KAQBNERTmAFELT N AT GitHub XHFRIK
M ER, XMETIMAMEEN, ZREMERTAILMRELMX—EBE, UNETHRXMETENES
BRIRER, BRETAEBNEELIE?

[00:07:45] Ryan J. Salva
English:

Yeah, it's a good question. Like | said, | was working on development tools and developer services when |
was there at Microsoft. Specifically, | was leading product for what they call One Engineering System. It's
essentially the shared developer infrastructure for all Microsoft products like Windows and Office and



Azure and things like that, as well as Microsoft's DevOps solution called Azure DevOps. When the
acquisition happened, it was clear that so much of the energy, so much of the focus and the innovation
that was going to be happening around developer tools and services was going to be happening around
GitHub. | mean, that's where the community is creating.

FRCERIR:

B8, XE2NFEM, ENEMR, RERRNGARZALXTANALYERS. BAFRiE, RYRASEMIIR
B “B—THARLK” (One Engineering System) H™=@mIE. XEAXR LEABEMM~m (30 Windows.
Office #l Azure &) HEMFLEEMILH, UKRMERE 7 Azure DevOps FIF R IGHRRR A R, LW EE
B, REAR, AAETANRSMHANAIOEN. XESMOIFERZEL GitHub BF . BNWEERRE, B2
X#ITRIERIH

[00:08:34] Ryan J. Salva
English:

That's where people are learning, that's where so much of the mind share of just the development
community is focused. Like | said, I'm motivated. What | care about is helping people create. It was very
clear to me that there was no place that | could have a larger impact than working at GitHub. | really took
that opportunity to make the transition out of a little bit more enterprise focused internal role at
Microsoft to going where | could work on everything from, | don't know, Al technology like Copilot to a
cloud hosted development environments like Codespaces, repos, which literally every single developer
on the planet is participating in some way GitHub repos in a typical year.

FRCERIR:

BRANEINHS, BRALAEHX A TENEFHNMS, ENMBEAAE, KREH. EXONEEE)
AfehE, MERIFIEEFRNZE, REW MG EELLTE GitHub TEFE£ERNEMA T . HIMET A
=, MBBRREIB—NEMEF A A EET AT LUEME —TIR S —— M5 Copilot XEER Al K, FE
Codespaces XM= EFLXFE, BIEE (repos), MK ENNFE—IMFEAEE—EFHIUERARX
25 GitHub €%,

[00:09:28] Ryan J. Salva
English:

That was what | wanted to accomplish, is just like, how do | get more connected to the community,
especially the community outside of what Microsoft could reach on its own. The decision to move as well,
| think, was really focused not just on what GitHub was and maybe is at the time, but what GitHub also
can be. | mean, GitHub has more than a decade, nearly a decade and a half of history of bringing
developers together to collaborate on code through repositories. But in the last few years, we've really
expanded that portfolio to include so many different parts of the developer life cycle.

FRCERIR:

BRBRAEIA: NASHKEBTERENKR, LHEMNE ST ERMAALERK, FiAN, MHZEDD
HORE AR KA GitHub HETRIEEF, EX7E GitHub RRRIEIEEM . HMNERZE, GitHub BBI+&. Kk
THRENFHSE, BICERSAAERET—ENFRSNRE. EEIENEE, RINEEST BT FR4EE,
WET FAREESBFRTFZRER D

[00:10:13] Ryan J. Salva



English:

Again, | talked there about Codespaces and Copilot, but it's also actions for CI/CD and advanced security.
As developers, we are so much more than just where we put our code. There's a whole part of the tool
chain there. And to get to an opportunity to work on so many V1 products, like that is creation itself, to be
able to build an entirely new product, get it out to market, test it, iterate on it, and really feed on the
energy that's coming back from the community.

AR ERIE:

FMNARET Codespaces # Copilot, {BXHFATF CI/CD (F4EM/IF4EE) B Actions FIERETEINEE,
ERFERE, RIMTNIEZRLETFERRBIMS., BEE—BETHE, EENs85X4% V17 (B—
hR) FE@mBFL, XEEME—FAiE—EBHWE— I 2=, SE#ERTHE, #Tlhid. &K, HE
EMHX RIGHIREE FRENFE o

[00:10:46] Lenny
English:

Awesome. There's definitely a lot of energy coming out of GitHub. What | want to spend most of our time
chatting about is a product that your team helped launch and incubate, which is GitHub Copilot, which
just from my outsider perspective feels like one of the biggest advances in software development in, |
don't know, decade, maybe more. It's definitely one of the most magical products out there and your
team and you kind of led the incubation and launch of the Copilot.

AR ERIE:

A#ET o GitHub HASERME T EABEEE. FRUBAERD B E R MEMRIZ AhBY & AL BT — 17
£, BBFLZ GitHub Copilote MBZEXTEINNAERE, EREGRRGALXTRIE+FEEFTALURS
REHD 22—, EENEERREETHNTRmZ—, MIFMIREIESS T Copilot FIFHLIN L,

[00:11:15] Lenny
English:

I'd love to spend most of our time chatting through that. The first question... Okay, cool. My first question
just for folks that don't know a lot about Copilot is just like, what is it? Can you just kind of briefly describe

what Copilot is?
FRERIE:

FHARBIEARE D B EHIEIX Do H—DRE - 17 HY. FFE— N2 H M ILERLKT ## Copilot BIA: EE!
Rt A? {reefEZEiiA—T Copilot 13?

[00:11:26] Ryan J. Salva
English:

Yeah, sure. Developers for the last 20 years or more have had essentially simple, intelligent autocomplete.
You hit the period and you get the next variable that might come up. It's helpful for moving a little bit
faster through your code, helpful sometimes for remembering what the particular syntax might look like
for a method or a function. Copilot is essentially that magnified by many lines of code. It is multi-line
autocomplete that is fundamentally powered by an Al model called CodeX, which is a derivative of
another one that you might be familiar with, GPT-3.



AR ERIE:

ey, A, AR 20 FHEKNEE, FREEF LERANEEHENEREDIE, MAN—TR

(), MEHA TP ARBRANEE, XEPTFHHINRABESEE, GIBETIRES EZHRKEE
&%, Copilot B i@ XMINEERR AR, BET Z1THE. ERZTEME, HROBNRE—1RA
CodeX B Al RE, ERIRAIGEEAENZ—MEE GPT-3 BYTE M.

[00:12:15] Ryan J. Salva
English:

When you are in the editor, it could be VS Code, it could be IntelliJ, it could be them, essentially, as you
are typing, Copilot will provide suggestions usually in kind of this italicized gray text that is really, to your
point, kind of magical what it's able to infer. Based upon the variables around it, the class names, the
method names around it, your comments, Copilot infers what you intend to create, and then hopefully
does a pretty good job at nailing it by providing scaffolding code template that you can then riff on. Now,
what we tend to find is that developers love it. They really enjoy it. They kind of find themselves getting a
little addicted to it because it helps them stay in the flow.

AR ERIE:

L{RTERiEREH (ATLAR VS Code. IntelliJ 3¢ Vim) , EZAR EH{RITFES, Copilot RIRMEEIN, B LUXFIX
BREANR X E . ENIRATE, TREXEMEMNRERERTRN. RIBABENTE. £E. HFEBEUNR
REYERE, Copilot REMFITEOEMA, RARBEIRMEIRALUE—SERBIFL (scaffolding) {i3HE
R, FEEFETERES. NERNEAMALBEEEENE. NENRER, EERXNBIERLRE,
HEREBMIMREE ‘DR (flow) K.

[00:13:08] Ryan J. Salva
English:

As developers, we love to be in that place. | love to be in that place where I'm creating things, where I'm
focusing on some product, some piece of software that I'm going to give to my customers, my users. The
labor of remembering what's the order of parameters that need to come into a particular API, or hey,
what's the particular syntax of this thing I'm supposed to do, or oh, I've got to create a bunch of dummy
data that is days of the week or months in the year. That's just labor. It's not creating. It's just typing.

FROCERIR:

ERFRE, BNERETFRMHRES. ZRERLTFHRMEELIERBIIRES, TETFTENTm. ERAERYS
ERPSAFNRMG, MALIZIZRHE API 2RIRFHFE, HE R, REMIXTRANRKFIELZMN
47, HE R, RELBEMEXTERNH—FREMIRIMKE , XERIZREE. XAZ2LE, XR
=i

[00:13:47] Ryan J. Salva
English:

Copilot helps developers stay in the flow by bringing all of that information into the editor, preventing
them from having to go check out documentation or watch tutorial or go to Stack Overflow and either
find an answer or worse, have to ask a question and wait for an answer. It just brings all of that into the



editor and gives the developer often multiple suggestions that they can choose from and just pick and

choose what is the right solution to solve the problem for the thing they're trying to create.
R EIE:

Copilot BIFFIAE X EEBHANRESRENALKERTOR, ILMNALEERXE. FHEIEN L Stack
Overflow FHER, EEEENE —ERRAHSFFHOE, CHERICEXEETHEER, BE0TX
BRMSPENHEER, HIRFREERESEN G RZRER M EEEISHYREPTEIGRYR),

[00:14:21] Lenny
English:

Awesome. What I'm most curious about, and we're going to spend time on this, is just how a product like
this comes to be at a larger company. But before we get into that, what's the craziest story of someone
using Copilot to write code? And I'll share one real quick. | was watching some YouTube videos to prepare
for this chat and one guy, maybe this is the Turing Test of Al writing code, is he used Copilot to center divs.
He's like, "Wow! This did it right." And then another guy, he's an instructor of code.

FRCERIR:

AHET. RERBAENE EMNESEREIXD), IE—TTaSfEAQREREN, BERNRNZ
71, XRFBAER Copilot RERH, MITTHRMNIENHZRMA? RAREDZE—. NTESXXWRK, &K
BT — YouTube fi$f, B— P A—XBIFE Al EREBER VX —A»~bA Copilot it div EH. IR
If: ! ERAEMNT.” EE—TA, ERNEEHIT.

[00:14:51] Lenny
English:

He makes YouTube videos teaching people how to code and he's like, "Copilot just gives you the answer
immediately, and so | can't make these videos as easily. | have to turn it off so that doesn't just give it

away." I'm curious, what have you seen?
FpsCERiE:

fthiE YouTube MR AN TN RZ, MiH: “Copilot EIEMBERME T, PAUIIGEGUURIABEFEM
BT . HATHEEXE, RECERBERMET.” HRESH, MIIHABBHNE?

[00:15:03] Ryan J. Salva
English:

There are so many of those. I'll just kind of give a couple of recent ones that I've heard. | was talking to
one developer who was... He's actually an educator and he's teaching kids how to code, usually like kind
of high school age, so 16, 15, that kind of thing. His experience matches my own, which is that many of us,
we learn to code best not by arbitrary exercises, but by actually building something that's going to be
useful solving problems.

AR ERIE:

ERENHERZ T BRADZELIHRRIEAEIN, REN—UHALXERR, LG LE—REBIIFE, B
Filwiz, BEESPFFRE, bl 15. 16 ¥, MHNREMILHI—iF: HMPNIFZAFIRENRESLR
ERIMEENGS, MEEdRFE—EEAN. RRRENR.



[00:15:41] Ryan J. Salva
English:

What he does is he matches small businesses and medium size businesses who need to build internal
tools with essentially classes of students, like a group of maybe six or eight students, and then gives
those students Copilot and says, "Here, small business, medium size business. Group of students, go
build this internal tool for this business."

FRCERIR:

YRR R EMRZAR AT/ N SFEL (bin—4H 6 Bl 8 RF4E) #ITINA, ARLXEFE
Fc& Copilot Hift:  “K, X2F/l, XBFENE, ZAXREUHEXIMRETEME”

[00:16:08] Ryan J. Salva
English:

Copilot is essentially kind of whispering in the student's ear, metaphorically speaking, "Hey, here's how
you solve this problem. Here's how you do this," and students build not only the tool, the software that
the business needs and then get to put that on their resume and their application for college and
university, but they also get to learn by using the tools that likely are going to be part of the core DNA of
the developer tool chain two, three, four years from now, as Al starts to permeate our entire stack. That
was a pretty cool recent one that | talked to.

FROCERIR:

Copilot B4 FRAEFEEBME (TNEEH): 18, XMEBFARXNRBNSGE. XMEIMZM.” FEA)
AMRET TEMEWFRFNRG, HEFESHEHMAFHRIEH, MAMINEBIERXETAHTTF
M, RETARAIGBEMZNFEMNFLRETAEZOERN—ED, BN A FREERHNNBE N RAK
P, XERHEEMEIN—PIEEEEBIZA.

[00:16:48] Lenny
English:

That is very cool. | didn't think about just the education lever here of just making it so much easier to
learn to code, not even just building code.

FROCERIR:
PBENRE. HZAREERAXENABIITIER, ERMMXEWENR, BEILFIRELEFTEEFZ.

[00:16:56] Ryan J. Salva
English:

And that's the thing, Copilot is particularly good not just at taking away some of the effort, but often...
There's learning a new language, and then there's also just waiting into a code base that you're not
necessarily familiar with, right? | mean, heck, sometimes | don't recognize some of the code that | wrote
six months ago or a year ago. It feels like I'm wading into new territory. But maybe you need to fix a bugin
an app that you don't often touch, wading into that code base is kind of learning and creating a mental

map for that code base.



AR ERIE:

X XREFITE, Copilot FalEBEKNARZRELIEE, &F - FI-TTNMESE—EE, MEA—MRR
AENIERBEXZES—EF, WE? FNEEZE, RE, BREKRER SN TBR—FaSHABRIHIAR
sk, BIREFEENT #dM, ERIFMFEREERE—MIAEMANATE bug, FENBMBEFNTZESL
MEBEFIFHNZABERILOERE (mental map).

[00:17:30] Ryan J. Salva
English:

One of the really magical pieces of Copilot here is that, that Al is collecting context of the application that
you're going into. It can help you build that mental map and learn the code base, even if it's a language
that you're already familiar with.

AR ERIE:

Copilot RHEFRBIMAZ—ET, Al EFEWEMENNNABREFH LT, ERIUEBRZILOEEREAHFIN
BB, BMERRR—I UREEAEIES.

[00:17:47] Lenny
English:

Going back to the beginning of Copilot and how it started, I'm always curious how a project that ends up
being a huge deal to a larger company begins and especially how it builds momentum, how it gets buy in,
and then just gets out the door. Can you talk about just the original seed of this idea like, who did it come
from, who had the original vision, how did this idea emerge and build momentum where you put

resources into it?
Fh>CERIE:

[E%] Copilot FYEE R AR ERBINAAIEE, H—EHREFF—IRENAQBFEEAF M B 2R IEN,
RRIREMMERRBAE L. WMAREXSE, ARRELRM, MERKKRX MUERAMFIZ? thil, EXREIE?
ERERVNER? XMRERMFFIMHARBE X, IHRMIRERNFER?

[00:18:13] Ryan J. Salva
English:

Oh wow, what a long, and | don't know, depending upon your point of view, sorted or exciting story that
is. Microsoft and OpenAl have been collaborating for quite a while now on large language models, making
its way into all different experiments and different parts of both Microsoft's software portfolio, as well as
just helping OpenAl by providing the compute necessary. It takes massive amounts of compute to train
these models. They were mostly large language models. Couple years ago now, it kind of dawned on us
that, well, language models aren't just English and Spanish and German and Korean and Japanese, but

Python and JavaScript and Java and C# and Closure.

FRZERiE:

meE, XEE—MEKE (EURTRHNMA) TS AXERRE, HEH OpenAl EXIESRE LHNEE
BEE—RET, XERBIEHANZSHLL UM G T mbEaNARED, FiftEIRHLENES
K#B OpenAl, IIFXERBTEBENE ], ENAZERESRE, /LEq, HNRAFIRE: ES5KE
FRERE. AUFE. BB, $iBMABE, 1©£%F Python, JavaScript. Java. C## Clojure,



[00:19:07] Ryan J. Salva
English:

All of these are languages too. In fact, they're kind of nice from an Al perspective because they're
relatively constrained in terms of their semantics, right? The number of words, | put that the in scare
quotes as it were, that can be expressed in Python, for example, is much smaller than the English
language, which has all sorts of different grammar rules and nouns, verbs, adjectives, adverbs. We started
to see what it would be like to actually bring code to these large language models. The way that | actually
got introduced to it is kind of funny. Microsoft and OpenAl had this idea.

FROCERIR:

XEWEBIES. FRLE, NAINBERE, SNRFEN, BAENEXENRZR, 8?2 F40, Python
PEILRARY “BiE” (RAEXELREAMNES) BEWKEIVGS, RIEBSMAREEZAN. KA. &
. EARENENED. BIFEMBURIBABIAXIEXRESRESEHAETF. RERVERIIEHNALES
HER. A OpenAl BT XMEE,

[00:19:53] Ryan J. Salva
English:

At the time, one of the teams that | was responsible for was GitHub's infrastructure team, the team
responsible for our data centers, our reliability, our rep time. We noticed one day that we were getting
hammered, | mean absolutely hammered with a tremendous amount of clone requests. We're like, "Oh
my gosh! Is this like a denial of service attack? How are we going to respond to this? What's going to
happen?" We figured out pretty quickly that it was actually OpenAl. They were cloning all of our
repositories to harvest the data out of GItHub.| mean, it's totally legit practice, but it does have a real

consequence.
R EE:

HEY, FATHIFZ—2 GitHub BYEBIZHEHEIRN, ASRFNEIEF O AIEEMETE, B—XREK1TE
BE, BINEERIEIIKE, KEREEEMRE (clone) BREZIEIE FNHEA: “BRENHK! XZE
#ARSS (DoS) WEMS? FANZIMANI? SREMA? 7 HINNRREAI, AHSLZ OpenAl, MITEETMESR
MFFERIEE, UEM GitHub RIRENEUE, BRNERRE, XTERBEANME, BWE~ET EMRER.

[00:20:33] Ryan J. Salva
English:

We were able to step in and mitigate it very quickly. There was not a reliability kind of an uptime incident
there, but we're like, "Hey, you all, cool. Love this thing. Let's see if we can get that data to you in a more
responsible way, in a way that's packaged a little bit more to meet your needs." What we did is just the
year before that, We had actually created a snapshot of GitHub's public code for what we call the Arctic
Code Vault, right? Essentially, this is up in like way in the Northlands of Finland, there's a seed vault. We
were like, you know what? Seed vaults are really there to preserve the diversity of the world's flora in
seeds in case of some crazy either natural or manmade disaster.

FRCERIR:

HNEUNNADRER T EN. SNHRERERERSHIETHEES, BRIME: T8, &, RE, &
MNERXIMF. LHMNEREREU—MEAFENSTUCBIEL IR, U—MEFSIRIIERNA AT



8.7 BHNFMNZE, MER—FZAT, FAIEFR LR GitHub IRAFABEIR T —MRIE, BFIHIIFTIER
AEIRACHDE" , WIE? BAL, XMEFT=EZNILSE, BEE—MMhFE. HMIHEE, (RAEE? fFF
FERNFERN T ERERINEAIANIERN, BIMHFREFHFEMHNSFL.

[00:21:25] Ryan J. Salva
English:

But another really important asset to the world is our code, our open source. This represents actually a
lot of the collective, well, certainly software, if not intelligence of kind of the modern world, right? This
represents actually a lot of the collective, well, certainly software, if not intelligence of kind of the modern
world. We had put this snapshot of public repositories on this silver film that would be preserved for
thousands of years in this Arctic Code Vault. Well, we took that same data snapshot and we brought it to
our friends over at OpenAl to see like, okay, what can we do with these large language models built on
public code?

AR ERIE:

Bt LS — M EEEBENRETERNONE, FRMINFRME, XL EARTRAHRETFSEEMR,
BIERREAEE, BUEERERRHRR, WE? XAXRTURERTFSEERR. RITEXEQFCE
FREBERERGEIRA £, XERFAUEICRABERREFSRTE. EX, FMHFERFHX O BIERIEK
2|7 OpenAl B9AR A, BEE: B, MAXEETAFRBUEENAESRE, F(EMEMFA?

[00:22:03] Ryan J. Salva
English:

Well, it turns out we can do some pretty cool things. Just like a translation tool that goes from English to
Spanish, Spanish to German, you can also go from English to Python or Python to C#. We're like, okay,
this is cool. We can start to get not only translation, but a little bit of predicted text here as well. We're all |
think fairly already familiar with predictive text already in our code editors as IntelliSense. But in, | don't
know, you go to your favorite word processor and chances are that you've got some kind of predictive text
happening there as well.

FROCERIR:

ZRIEA, HITATUM—LIFBENFR. MERIERAMTIE. ARFEREENEETA—#&, R
SR IERE Python 8¢ Python ¥ C#. Hf1%E1S, WHIE, XREG. A XAILIFFEHITEIFE, ERILRE—
LEFNSC A, BB AKBEEMN B IFERTIEA IntelliSense TN X AHELAET, B, T—HK
FAHE—RERNXFAIEES, ReTGEhERMFNSCAINEE,

[00:22:43] Ryan J. Salva
English:

We started experimenting with different user experiences, right? Do we want it so that you, | don't know,
right click and get a little side panel that comes up with a bunch of different options for things that you
might want here. That was nice because it would give you hold functions, but it's out of the cursor, right?
You had to really... Even if you weren't switching over to a different window, you still had to switch over to
a different panel, which itself was a little bit distracting. We eventually came to this idea of inline
autocomplete.



AR ERIE:

BENABRESAFRERNAFEE, HE? BB ERH—HKFTANE—ARREARREE—MIBE, BEm
BE—HMAEEENRREETS? BRI, BANTERAMTENRIE, BEREARUE, WHB? R
Ao BMEIREBYIREIS —E O, RNAFETRIS—IER, XESMESILADD. &L, FKil1E
2T “ITBBh#E” (inline autocomplete) XPMEE,

[00:23:20] Ryan J. Salva
English:

We were able to with the kind of partnership of some of our friends over on the Microsoft side of things,
partner with our friends in Visual Studio Code, they're like, hey, there's not really an extensibility yet in
your editor for this multi-line autocomplete, but we've got an idea for how this might work. Played
around with the actual presentation of it. What should the key strokes be? What should the presentation
layer be? The gray italicized tech seemed to be a good way of indicating that it was ephemeral, as it were.
Pretty early on, we landed on this user experience that is Copilot as most developers experience it today. |
want to say that was at least 16 months ago, 14, 16 months ago. Since then, we brought it to developers.

AR ERIE:

R —LRARNEIET, 15 Visual Studio Code MAARITIEIL T &1, fufilit, MR, REVRIESRE
WREXMZSTEMMENT BlE, BERMNETEENEZEAM. HMNFHATENERFERSE RN KEBNIZ
BEEN? VBN IZEEFN? RERENEMUFEXRBAER “REIHE" B95F5E. RENEE, K
ETEXMAFRKLE, BMERSRASHFALEFRAFLEIN Copilot. HBHAELZE 16 MAFT, 14516 A
AR, MARETEE, HMNBE®HL T HAE.

[00:24:15] Lenny
English:

Just to double click on that, you're saying just less than a year and a half ago, this kind of really started as
a project and now it's out to the world. Is that right?

AR ERIE:

FEBWIA—T, MBUMERI—FFLUA, XERZ—TNIFENHE, MRTEELERetERT, &
XAFG?

[00:24:26] Ryan J. Salva

English:

That is exactly right. That's exactly right. It's about a year and a half ago.
R EE:

FTEEM, —RRHE. KRAR—FFLUH,

[00:24:30] Lenny
English:

That's insane. What was that period between OpenAl almost taking down GitHub to | guess that point?



FRSCERIE:
KRIETo M OpenAl E51515 GitHub BRIRAIER-MAFiEI S, FiEIERERATEI L £ T HA?

[00:24:38] Ryan J. Salva
English:

The period in between kind of OpenAl almost taking down GitHub and then us really arriving at the user
experience, part of that was, frankly, a lot of really smart researchers at OpenAl experimenting and doing
what only world class Al researchers can do. It was a lot of them experimenting, occasionally asking for
updates to the data set, tossing back to us a model that we might play with and tinker around with. These
models have literally thousands of parameters that you can pass to them. When you're really thinking
about GPT-3 and CodeX and then the transition from that to something like Copilot, it was not just like the
model...

FRCERIR:
£ OpenAl Z 1515 GitHub BIFRTEIEWME AP AKX BIAVARERATIE], B=RitiR, RA—ESDZE OpenAl %
FRIRANARARTHITER, HERBHERARAIRRARTEBER. ti1#HTTKENLR, BRE

REFBIESE, ARNELHN—MEELRMNZANEE, XERBFE EMERT LR N UEENS
. HIREERZE GPT-3. CodeX LUIRMIBREI# Copilot X#FAI=MAVHE LR, RRBREAKT -

[00:25:27] Ryan J. Salva
English:

Creating the model is one thing, but then figuring out how to use the model in terms of what parameters
do you want to adjust for, what do you want to optimize for in terms of... A great example of this is
performance, right? When you're in a code editor, you don't necessarily want to type, type, type and then
have to wait one second, two seconds, three seconds to get a suggestion back when your entire goal is to
stay in the flow. We would run experiments to see how many milliseconds are the right amount such that
adeveloper doesn't feel like they're being interrupted by Copilot and a suggestion.

AR ERIE:

IEREZE—[OFE, BEFERNAEARE —rRERMESE, MEAEMESEETRE —X
BH—EFE, —MRENFIFE1E6e, WB? SREABRRESTHN, MEERBTF. 17, 17, ARN
TRI-RBNMEL—. B, =, EAGRNBENERERIFION. RIZHITER, FEZLVEVR
REEN, BEILFARETIFRER Copilot MIEHIRINFTITER,

[00:26:06] Lenny

English:

What's the answer to that?

[00:26:09] Ryan J. Salva



English:

It seems like right now it's around 200 milliseconds. Depending upon where you're in the world, your
latency can go up or down a little bit from there. But it seems like the sweet spot is somewhere around

200 milliseconds.
RS ERIE:

BRIERALNRZ 200 EF. BURTIREMR LIE, IERAIEZBEKE. BEEKRK "EFHR" MiE
200 EM AR,

[00:26:20] Lenny
English:

Good to know.

R EE:
RERNES.

[00:26:22] Ryan J. Salva
English:

We also experimented quite a bit. It's not just about the model, but it's also about what you feed the
model. How do you prompt the model to return back a useful response? This kind of began a journey of
experimentation for what we call prompt crafting.

FRCERIR:

BB TS ZHRK, XFNEFEREE, BXFIRAEREIRMT A, RAfERT (prompt) AR [EHE B/
mRz? XFHBT —EFENHZ A “RriaaE” (prompt crafting) BRI Z ik,

[00:26:40] Lenny
English:

Going back to the way this started, it sounds like basically it was kind of this fortunate accident where
OpenAl just did something that you didn't expect. And then somebody within this PhD group that you
described is like, "Oh wow. Maybe we could do something really good with this." Is that kind of how it
began?

FRCERIR:

EEX—IFERAE I, IFERER LER— 1 =EHEI: OpenAl 7 —EAREFKREIRE, ARIMEEIR
B BEERN BEEAR: TRE, BFRITAUAMBXMERIEEZFNER” 2XFFHRHE?

[00:26:57] Ryan J. Salva
English:

That's fairly accurate. Yeah. | mean, we had a model that really was amazingly good, like a step level
change in actual intelligence, right? And then marrying that up against a really good use case that
actually changes developers' fundamental experience of the creation process, the creative process.



AR ERIE:

B &R, 2. ZRNEER, BMNIARAE—TIRIVIZAMGFORE, FLFERLIE TR, X
1B? AERRES—TIFEFHAMSGER, EERZETHLAERLIFIRE. ¢RI PRRAEIL,

[00:27:25] Lenny
English:

Was there kind of a point at which it was clear to you or leadership in general like, we should double
down on this thing and go big? Or this smaller team was working on this idea and then you're like, "Oh
wow, this is going to work?" Or is it always like, "We will bet on this thing, this is such a big and great idea.

We're going to invest resources for sure from the beginning?"
R EIE:

BEE—MHER, ILREASERHTIRE: BN ZEXMHE LNERN, #HAHE? ERIREHE—
NMNEBAERR XML, ARMRERT “BRiE, X178 ? EM—FiEmE “BiIER L, X2—1IF
BRAEGANEE, HMNEEBRAER ?

[00:27:48] Ryan J. Salva
English:

The original team that was working on Copilot at GitHub was the team that we call GitHub Next.
Essentially their job is to work on second and third horizon projects. What some folks might call
moonshots, right? Things that we never really expect work in the next one or two years, but might three,
five years down the line actually turn into something meaningful.

AR ERIE:

£ GitHub fa 3= Copilot WRAHIARENIFFZ A “GitHub Next” BIHFIRA. EZA L, TN IERHR “F=
MBE=HFL” (second and third horizon) B, HWFLERBELAFMBN “BBit%” (moonshots), XFIE?
XLERAHRINMFIEEERRK—FERNRNY, BAEE=AFREEEHREEXNARA,

[00:28:17] Lenny
English:
Is there a concrete definition of horizon two and three? Is it like number of years out like Amazon style?
FRCEIE:
“MFELT” M WMEFL=" BRENENXIS? 2GR DHXASIRFIRELRL515?

[00:28:23] Ryan J. Salva
English:

Not necessarily a concrete definition. For me, | usually ballpark it as first horizon is the next year, second
horizon, the next three years, third horizon, the next five years. But we generally think of it more as a
measure of ambiguity and confidence level more than calendar dates.

FROCERIR:



FA—EBEMFNEN. WMEFN, HEEHERGEN: S MTLEHRE, FTMTLARRK=ZF, F=HF
KEARALF, BRINEFBESHBEANEAENE COKTFHEE, MAREFRIAHBH.

[00:28:47] Lenny
English:

This episode is brought to you by Modern Treasury. Modern Treasury is a next generation operating
system for moving and tracking money. They're modernizing the developer tools and financial processes
for companies managing complex payment flows. Think digital wallets via crypto on-ramps, right sharing
marketplaces, instant lending, and more. They work with high growth companies like Gusto, Pipe,
ClassPass, and Margeta. Modern Treasury's robust APIs allow engineering to build payment flows right
into your product, while finance can monitor and approve everything through a sleek and modern web
dashboard.

FROCERIR:

AET BH Modern Treasury 28, Modern Treasury @ B F A REMEBENT—RIZERS, MIIEERN
BESAZMTANABSLNALETEMMSRENIAL, BRBIMBEMAOLMNHFHRE. HE=H
715, BB RESE, 115 Gusto. Pipe. ClassPass #ll Margeta EE 8K QB &1E. Modern Treasury
BAH APl A TRRFIPAR 2R EZMER =R, m4s5ERANET LUET BT HITA Web ({RIR ISt
E—o

[00:29:22] Lenny
English:

Enabling realtime payments, automatic reconciliation, continuous accounting and compliance solutions,
Modern Treasury's platform is used to reconcile over $3 billion per month. They're one of the hottest
young FinTech startups on the market today, having raised funding from top firms like Benchmark,
Altimeter, SVB Capital, Salesforce Ventures, and Y Combinator. Check them out at ModernTreasury.com.
I'd love to spend a little bit more time on this. It's so interesting. Is this a Microsoft thing, just having these
three horizons in a certain percentage of resources or bet on different horizons?

FROCERIR:

Modern Treasury I &2 1FLNZ M. Boixdlk. FHESITHEMBRAR, SAXMKEEIEE 30 2%,
HIEESHmI LEXFUANFREEMERMNIATZ—, EM Benchmark. Altimeter. SVB Capital.
Salesforce Ventures 1 Y Combinator FIRENIAZESR T HE. 151 ModernTreasury.com 7 fi# ], F18
EX EEZEARE, XXEBT., Xt = MFL” HiE—ELHORZREZERRMFLNEE, 2
WARRESND?

[00:29:58] Ryan J. Salva
English:

| would say it is not necessarily Microsoft thing, but is definitely at GitHub, how we have really
contextualized it. Not to say that there aren't teams at Microsoft who might also use that methodology,
but where we've been really maybe explicit or intentional about it is at GitHub where we've actually ring-
fenced a team to think about that horizon two and horizon three work and kept them separate from EPD.
EPD here being engineering, product, and design, the folks who are working on building productized
operational products that we bring to market and we either give away or monetize in some way.



AR ERIE:

(KM AR—ESMIRBES, B7F GitHub, XEMZHITEHAERKUN AR, HRERMIEEHBAERX
fhFEe, BIEAE GitHub MLMBIEERMBEERIR, RNEFLEEINET — M EMRBEE ZME=
TN TE, HEMIS EPD FREF K. XE/ EPD $5R9R T (Engineering). 7 & (Product) #igit

(Design) , BMFBLEMASIMEHBHIZN. AIEENTRETRNE, XLEFRENBARERGE, BEAUE
AL,

[00:30:39] Lenny
English:

This is so interesting. There's a lot of companies that have these sorts of R&D groups, new product
experience team at Facebook and Google has one. I'm not sure how many successes have come out of
these teams. From what I've seen, and I'm curious, what have you... And clearly you had a huge success
as far as | can tell so far. Is there anything you've learned about how to do this, where you invest in these
big moonshots within a larger company?

FROCERIR:

XEXBERT., REATMEXEMAL/NA, tbil Facebook BIFT = RAKRHE, BRBE. HFHEXLH
PAF=H T ZORIhER, BN —REREFSFMNEZEZ—EARZBRALMERE T —MNEXBAI. X
FUNEERRBDABRAXLEERN "B/ , RFETHALEG?

[00:31:05] Ryan J. Salva
English:

I mean, | think the first step is to invest in it. The first step is really hire really smart people, attract smart
people, and give them the opportunity to be creative. Don't expect anything out of them that is going to
turn into a money maker or something that is going to be beholden to fundamentals around security,
privacy, uptime, accessibility, all that groovy kind of stuff upfront. They need space to create and
experiment.

AR ERIE:

BHNRRRE, F—IIREEERAC. F—TEZRMAIETEBPHIA, RSIEEEHA, Hat(lelEnNz. £
BIREMI] AT R BVAREE, HERR TR 2. B, B1THE. TEEEFEMERNRE,
IR BT EEEM LR,

[00:31:37] Ryan J. Salva
English:

And also, when you do get to a place where that team has an idea that is clearly connected to a
representative set of customers who have a genuine problem and there is signal with at least medium
confidence that this solution, whatever it is, solves it in a novel way, that's the time to start thinking
about, okay, let's actually put a little bit of... I'm going to call this market testing. It's nothing so formal as
market testing. It's really just like, let's start to actually bring prototypes of this in front of more and more
customers to kind of test it out and see, hey, is this actually solving a problem for you? Is this something
that you would use? This is where the transition between Next and EPD at GitHub really started.

AR ERIE:



A, HRAFXE—IME: HANET —MEZE, XMEUEREHMNS —BE AL AN ARERT P EXE,
HEAEELVHFESLNESKREXMIRARE (TRERHA) U—MFANARNERT RE, Bt RAF
YREE, F, ERNBA—R BNz ATl ERFMERERXNTHMRBA™H. HELHE, L]
FRIBREBTAMREZNER, ZMKX—T, 5 '8, XENBRTRNEEARL? X2R2BIARA
13?7 XH2 GitHub Next 1 EPD Zjal#¢BUpE IFi#2 M,

[00:32:35] Ryan J. Salva
English:

This is actually where my role in the product cycle kind of really started to increase. | had kind of been in
tight connection and been monitoring the work and kind of consulting a little bit with the Next team prior
to that. But it was that moment when we identified that, okay, this is actually something real. Customers
are saying, developers are saying, "This is magical. This does something extraordinary that | could not do
on my own," that we started to think about, okay, how do we transition this over? From there, we're really
just like, okay, we think we've got a hit here. We think we've got something that we can actually bring to

developers.
FRERIE:

XSEFR LRI mARFRABFRMERNMS. ERZA1, FH—ES Next FIMRIFEZER, WIETFH
RHE—EXG, EMEBR—Z, HMNHWINT: 78, WIEIERN. FPER, ARERR, “XXHH
To EMT—ERBSTIETHRNENZE.” FERERINAHBREE, FIE, HMNZWEBEREIRK? MIRE
2, HMNENERF: FE, ZMNFEETER. RNESERITE T —EAUEETAFRENRE,

[00:33:21] Ryan J. Salva
English:

We made an intentional decision to take some of the researchers who were in the Next team and for a
finite period of time, move them over to create a new EPD squad. We want them to be researchers, but we
need to do knowledge transfer and we needed to actually provide the seed for a team that could
eventually operationalize and productize. And that kind of began the technical preview where we started
to invite tens of thousands, then hundreds of thousands to the technical preview. In that technical
preview, we started to see crazy mind-blown emoji tweets and threads on Hacker News about people
getting really, really excited about it.

AR ERIE:

AT —PNEFIRBURE, M Next FIPAFHIA—LEHF AL, EHEMRBIEERRKAZBZEFMAILLN EPD
N, FMNFBZBMINFREHARANS G0, ERNFRBHITHIRER, RNFEAN—ITRLEBLIZELM
FmCENEMMF. XFB T RATRM R, HMFRBBEHRLR. ARREM+ARABRE5EATRK,
TERRFER, FATFREES EERSH “RiETE” RIBEIMEX, £ Hacker News EEEIAMIXILEAEIIE
BIFEXHERITIEN,

[00:34:09] Ryan J. Salva
English:

That's how we knew it was time to start scaling and it was time to really start thinking about how do we
do hiring so that we can build in some insulation around these researchers so that they can eventually go
back to GitHub Next to do what they do best, which is be innovative and creative and think about the next



moonshot. That process, that took... Well, we're actually still kind of at the tail end of it now. Here we are,
like I said, roughly a year and a half after the initial creation of the product, having gone through technical
preview, have achieved general availability. We've now hired in a team around them.

AR ERIE:

X, FNNAERMMEFRY KT, SEREEFRZENMEREE, UEEXERRAGEERII—L 4
SR, LR LEEOE GitHub Next AMtITREBRKIE—BIRIFEFHMET, BET— “BAI
0o BNERERT 1R, KEERMNAENATFINIRNES. MEHRDN, EmRtIBAN—F
FEOSK, BNEHTHEATE, KMTERLSE (GA). HIIAEELESMINEILT — T H.

[00:34:53] Ryan J. Salva
English:

The researchers actually as early as last month have started to gradually move back over to GitHub Next.
An EPD squad, multiple EPD squads actually are now taking the product forward and starting to respond
to customer feedback to think about, okay, how do we now as a product team, carry this roadmap
forward from an idea that originated in GitHub Next?

FROCERIR:

AR ARLIFERE DB BFAZHRE GitHub Next 7o —/ N EPD/NH (SEFF_ER %N EPD /)\H) IMFELE
waECmEE, FRmEEFRE, BF: FE, FA—1FRE, BIIMEDNERZEXIREE GitHub Next
HUAR R ARSI BRERED?

[00:35:22] Lenny
English:

| love that insight of bringing the people along and not just kind of like, cool, we'll take it from here. If you
were to build a team like this again somewhere to this kind of R&D horizon three or two teams, is there
anything else you would do differently, any lessons you take away from this experience for maybe
founders or PMs working at larger companies that are like, "Hey, we should have something like this?" Is
there anything else that you find is important for making something like this successful?

AR ERIE:

HEFER “FA-EE" MAZERER BT, HTHRGENT XMRFE. NRMEBEECERARXF
— P MA LM TFEZ =R _MIREIN, REEFARERMES? HTFREFERQATIE. BF TR, iz
B—IXEOE” BEIBARTmERE (PM), MEFANKREHFLSEHBEING? REFSEEHAX
XRMBN NN ERER?

[00:35:49] Ryan J. Salva
English:

The criteria for moving researchers back into their R&D team, whatever that happens to be for your
organization, that can't be based on a calendar. It needs to be based on a replacement in seat, who's
actually doing the job and has picked up all of the skills necessary, and only then can the researcher
move back. Make sure that you've got continuity of expertise and sets and domain familiarity before you
move over. | feel like we've managed that pretty well today. As well, it's critical that the team who is



taking over from the R&D shop feels like they have control over their own future. You can't really delegate

roadmap to an R&D team.
FRERIE:

RHARARBEMAFANTE (TRMAHNARMNERTE) FEETHHINE. EXMETFT “EEEE
" , BMEELMREFTEAZERTRAELENREE, RARRARASTERE,. EERZE, BEREZIAN
R REEEGMTRREEREES . BREFRNNSRLEGHEITE, i, EXEEN—RE, Mk
B RFHEAAGARFMIEREE B OHRK, MAEENIET mBEEEERLS —MILE.

[00:36:44] Ryan J. Salva
English:

The team who's responsible for maintaining the product, for building the product, who has the closest
feedback loop with the end customer, they're the ones who really need to own and feel like they control
the roadmap. Making sure that you're not outsourcing innovation exclusively to an R&D team, but that is
happening within the product team as they take ownership over the idea and over the use case in the
customer. Last | would say here is really that engineering fundamentals in a lot of ways are the contracts
that differentiate an R&D team from an operational product team.

AR ERIE:

AEIPT @, MEFR. SREATFPEREERGANRNER, 72EESEREHARIEBCERKEZEN
Ao BFHRMFEASIELF 2INEA/ALE, MEBiLeIFLZEERABARE, EAMINHEE T X MEE.
BHNER. REHERNE, TEEM (engineering fundamentals) ERZAEEX DM ABENNIZEF
R ElNREZAT S

1

[00:37:30] Ryan J. Salva
English:

Bringing that fundamentals process into it is going to feel candidly a little bit unnatural to the
researchers. That takes therefore a little bit of cultural change management for everyone to just adapt
their way of working and understand that we're graduating from an experiment and a research project to
an operational product, and often because those researchers are... They're the first wave that come over.
They're the seed of the project. It's going to feel a little bit unnatural to them and they probably won't
have all the right skillsets in order to make that transition.

FROCERIR:

R, SINXERMBRENARARRESBEERFER. Bit, XFE-—XHUEREERE, II5TA
HEN TEANAEE, HEBRIMNETM—PERMARIE Rl , BEA—DNEETm. BERAX
LERRARRE —RIRIA, MINRIMENHF, XMETRMIREZELENH, MAMITTEATES
TR B E N 2 S0 IEMREE.

[00:38:08] Ryan J. Salva
English:

Making sure that you've got a good mix of engineers who are comfortable maintaining a service, as well
as engineers and researchers who are really thinking about, what is the idea that we've created, what is
the new thing that we've brought to market, and can bring that vision to it.



AR ERIE:

ERFRMTAE—ITRENIRNAS: BHEREPRSNHIREN, BEREERE “HIEET HAE" |
TN NERHIRENE A" HEANLHFRBENIEMMARAR.

[00:38:27] Lenny
English:

Yeah, | can totally see the challenge that comes from... This was my thing. I've been working on this. What
are you guys doing to this project? Where is this going? I'm not sure I'm feeling... And then there's all
these new asks that are coming at you like, oh my God, this was so much fun and now | have to scale this
freaking thing.

AR ERIE:

M, TN EIMEL-- EEHRHOM, F—HERRZX T RMIENXIMREMAA? EBE
[fR75? RFRAERESER 7 AEMEXEHNTEREZEMNE, mEE: “REHOR, ZrBAF,
MAERBARET BX MR RE,”

[00:38:46] Ryan J. Salva
English:

| mean, this is the best problem in the world to have. Talk about kind of customer ask, for Copilot in
particular, the amount of chatter, the amount of customer feedback that was coming in especially for us
with Al, | mean, the world is still figuring out Al, candidly. | mean, we're getting a lot better at it, especially
in the last couple of years with things like Dolly and Copilot. But it brings with it not only engineering
challenges, but also, frankly, ethical challenges and legal challenges, like making sense of what our
expectations are of Al. If Al produces something that is offensive, who's at fault?

FROCERIR:

HNEERE, XRMER LRFFHMIK. REFTFENR, 155123 TF Copilot, RIFEIFEIFA. LHEXNFA
XA, BRME, HRNERR AL, HPNEEZE, RNNEZF/EFREER, [FrRIENLEETH
DALL-E # Copilot X#FHIRFE. BERNHERT LIk, EER, TAECERSMZEREL, LSRN
Xt AIHREE, SIR AIER T BIEMNAE, #iZHR?

[00:39:37] Ryan J. Salva
English:

Our stance on it, what we ended up coming to is actually the framing of Copilot as an Al pair programmer
I think is a useful one. Pair programmer, | suspect most of your listeners will know, but pair programmer is
usually two developers sitting side by side working on a problem together. One's at the keyboard and the
other one's kind of helping them talk through it, talk through the ideas and make corrections, that kind of
thing. Well, if Copilot is your Al pair programmer and they're whispering crazy stuff into your ear and
they're bringing politics into it or gender identity into it or, | don't know, whatever other...

FRCERIR:

BT, URKENELXARHEIR, SHFERR Copilot BRI A—F “AlEXRBEUE" (Al pair
programmer) , FIAAXRER. HBMPVASHRIARENE “EXmE , BEERMALEHALE—E



R, —MERER, Z—1MEEEBERR. WERAHHITHUEZ RN, B4, AR Copilot ZFREY Al
SEXmEIUH, ERMEBRME-LERIENARA, BEE. 433 HHE R T NEREREMARIERHE. -

[00:40:19] Ryan J. Salva
English:

They're spouting off slang and slander and all that kind of stuff. You're probably not going to be able to
focus on your work, right? It's going to be really distracting. Really coming down to some principles about
what is the use case we're trying to solve, what is appropriate, | put this in scare quotes, behavior of the Al
bot sitting side by side with you, helped us create some principles or some guidelines for the developer
experience that we wanted to create.

FRCERIR:

MREEBE. WREZRR, RABMEETETIAET, WE? XFFEILADD. REPLEH—ER
W HJMNERROBFIRMHA? LEMIBHAINBAN “EE” (N1515) TANZSERRN? XEHEK
MABELENFREFRLEHE T —ERNIER.

[00:40:52] Lenny
English:

Oh, | love that. Just kind of creating a persona of the thing to help you inform how the behavior of the
thing should work. How do you work through these challenges? Is it discussions with you and the legal
team? | don't know, these ethical things are really tricky, | imagine. How do you approach them like that
as a product team?

FRCERIR:

MR, HERXT. BIAXPRALIE— “AR” (persona) FIEFEMITHIERE, (RITEIAIRIT XL
ERRY? BARURGERRAITIEIS? HARE, HEBRXECENFFERF. FA—INmEAMN, RI12
SNfAT b I e R) R RY ?

[00:41:09] Ryan J. Salva
English:

It is conversations with a very, very wide cast of characters. This product in particular, | probably spent
more time with legal than any other products that I've ever kind of been responsible for. All wonderful
creative people. But it's not just legal. It is also privacy and security champions. It is, frankly, developers,
like the people who are using it, listening to them. Hey, what works here? What doesn't work for you
here? Why is this offensive? Why is it not offensive? We'll continue on the example of the crazy pair
programmer whispering crazy things into our year. When we first started out, we didn't really have any

filter on Copilot whatsoever the very, very, very early days.

AR ERIE:

XRS5 ZNABHKHITHINE, FRIRX N m, REEEEES LNTE st A UM E R E M~
mEB%, IR ERE. REENA. ERNEEES], TERMNZRLSEMNER, BERME, TFHF
2&E, UHEBLEEFREHA, WERMIINEN. B, XBHATEE? T‘I‘Ai‘ﬂ’]@zﬁﬁ’ ATAXAEE
BHE? ATATAEBIEN? HRNSLEEB NIENENHBEWEEED/RIBE NFF. NFHEEE, T3
HIEFEEHE, FAI Copilot JLFE&BEE AT,



[00:41:58] Ryan J. Salva
English:

And then eventually we're like, okay, it needs to be slightly more controlled experience. We need to edit
out some of the most egregious stuff. We introduced a simple block list of words, and these block lists are
always fraught with peril, like which words are okay, which words are not okay. All of a sudden, we
become editors of language and that's kind of a scary place to be. I'm not comfortable with it at least. But
at a certain level, it has to be done, because otherwise you're going to create a bad developer experience.

FRCERIR:

ERENTRZ, FE, ERE—ITERE—RNALE, RNFEMNE—LEEIDIAT. HMNGINT-1ER
MEBRRZE, MXERRBEERABNIE, tLMLERRTLL, WMERART, RAZE, KIIEMTIESHHR
g, BR—TMEAELE, EORTEEATFR. EERMEEL, X2LTHEH, SRS EISHERNFF
RERL,

[00:42:35] Ryan J. Salva
English:

Often we would get feedback from developers of like, "Hey, this particular word was blocked. That it was
blocked either was offensive to me or prevented me from being able to get good value out of the
product.”

FROCERIR:

HMNEBWEIFLENRIE, N 18, IMIENARERT. FRECBEALRESHEL, BEALLETE
AN RPRENENE.”

[00:42:51] Lenny
English:

Oh man.

FRERIE:

N

[00:42:52] Ryan J. Salva
English:

Always kind of dancing the dance of editorial content. We're actually at a place now where we're able to
partner with the Azure Department of a Responsible Al, and they've created some really extraordinary
models that help detect I'll call it sentiment for lack of a better word, but basically when there is
something that is patently offensive. Because there are some words that in some contexts may be
offensive and in some context may be totally reasonable, especially when you get into software for
medical kind of scenarios, right?

FRCERIR:



HNEBERERBNDEIRR. Ehrt, HNAEREBS Azure BITASE AIZBT] (Responsible Al) &1F,
g2 7 —LIFF L ERRE, USRI —RTHRAREGFRIE, Hfzh 58 —EELXLRE
RNERERTHEENELRERS. AAELERETEEEERTHREEILEN, MERLEERTIETES
2, HR AR REET NGRS, XE?

[00:43:35] Ryan J. Salva
English:

Being able to start to shift a little bit to focus or to rely on Al models that can also do a better job than we
could with crude or simple block lists is maybe another proof point both of how Al as a solution for
common development problems is getting way better at solving more parts of our stack or filling in for
more parts of our stack. At least in our case, we were pretty fortunate to be able to deliver on or depend
on a parent company's contributions to solve a real acute problem that GitHub probably could not have

solved on our own.
FRSCERIE:

REISFF IR MMM Al IR, MXEARBLLIA AR E RN RS BHSELY, XWIFRS—MIER: AlfFA
BRERNFLREENGE, EXGEREERBRARNRARNESZE D, NEERHESZTH, EDERE
=, FNIFEFEBKREFATRISTIRFER— GitHub RIRETAIRILARRAVERTFA)

[00:44:16] Lenny
English:

I never thought that Copilot would be... That you would have to worry about it saying things that are
crazy. That is wild that you guys have to deal with that. Wasn't it Microsoft that had that bot that turned
really negative and eventually shut down?

AR ERIE:

HMAKEE Copilot &=+ RBAFEOER BRIERE, RMISLMEXMEERARIE T, URIRFEMINE
MIEAERIFERE, KEFFIXE?

[00:44:31] Ryan J. Salva
English:

It was.

R EE:

=0

[00:44:31] Lenny
English:

There's experience there.
FRCEIE:
BHEBZET



[00:44:32] Ryan J. Salva

English:

What was its name? Talia or something like that?
R EE:

EMtARTFRE? Talia EEEMAT?

[00:44:35] Lenny
English:

Something like that.
R EiE:

E1%,

[00:44:36] Ryan J. Salva

English:

Yeah, something like that. We don't want another one of those incidences.
R EE:

X, EAZ, BNAFEBREIFINEM

[00:44:40] Lenny
English:

Wow. What this makes me think about is your team is at the forefront of Al in this applied way. I'm curious
what your thinking is on just where this goes for developers especially. | saw a stat that maybe 40% of
people's code is now written by Copilot. | don't know if that's right. But is the vision in the future
becomes something like 907 Where do you see this all going?

FRCERIR:
o, XitFAE, RIFRELTF Al ARG, HEBMEMRNALERKNEE REE—THITEH

1, WIFEAL] 40% H9ED 2 Copilot HERY, HAFMEXZEEW, ERFKNBRZLERL 90% MF? fRINA
X ERRT?

[00:45:02] Ryan J. Salva
English:

Just to put a fine point on that stat, it is 40% is specifically for Python developers. Candidly, it varies
depending upon the language. Because as you might imagine, some languages have better
representation in the public domain than others. And usually both the volume and the diversity of
training data correlates with the quality of suggestions, which is then represented by either the number
of lines written or the acceptance rate or any one of a number of other metrics.



AR ERIE:

KTBNEIE, FHSUB—T, 40% %545 Python FLE, BRME, XEURTIES. AAMRATLUESR, R
B AEAHTENXRIILLEMESEY. 88, IIGSIENHRENSFEHRSENRERR, MXEIE
MEBTIR, BRERRITFSHMIET L.

[00:45:35] Lenny

English:

Awesome. Thanks for clarifying.
R EE:

KIET, HHHEB.

[00:45:36] Ryan J. Salva
English:

Yeah, totally. We see it range anywhere from the upper twenties to the forties across all the different

languages.

RS ERIE:
=0, BelFf, RIBINEFREREEST, XPEHIALTE 20% ZE 40% 8,

[00:45:43] Lenny
English:

Just to throw this out there, as a not great engineer, | used to be an engineer for about 10 years, |
welcome our Al Overlords writing all my code. I'm excited for this to do more and more. And yes, I'm

curious where you think this goes.
FEiE:

IRER—T, FA— M FRHENIREM (RBMT KN 10 FTEM), EIDRITH AFE” AFETEK
FRrERNRE. RRATCRMFERES, 20, HRRBIMEMRANXZERMRTS.

[00:45:58] Ryan J. Salva
English:

It does. It enables even mediocre developers like myself to be able to do some pretty amazing things. But
where's it going? First, | think, | hope it's obvious to most developers that Al is going to infuse pretty much
our entire development stack in the not so distant future. Copilot is really just the very tip of the sphere
for a lot of innovations and better managing maybe our build queues or helping to... Here's a great one. |
don't know about you, but often the comments that | get with commit messages and PRs aren't super
great. It puts a lot of effort onto the code reviewer to go figure out what the developer was actually trying
to do.

FROCERIR:



Fttk. BitGRXETENFLEHERE —LEETAENSEE. BEBERMFA? Bk, BHill (1
FE) RZWMAREIMERIRD, EAARIER, ALESEIHNLFENFAEF. Copilot EHRERZE
B —f, thIIEFtEERNINET, HEEERY - BN FFF . RAMERELRE, BRKIN
commit 8 PR (HIBUEKR) FRBEEEEFRNEAH. XILRBEEE (reviewer) BREEBANS|EFER
FF & & B ERAETF

[00:46:55] Ryan J. Salva
English:

What if Al could summarize all of your changes with your full request and you just have to, as the
contributing developer, just review it to make sure it's accurate, send it on its way, and you don't have to
put in extra effort for that. There are lots and lots of different opportunities for Al to essentially be able to
take some of the drudgery out of our work so that we can focus on creative acts. What | hear from
developers and what | experience myself is that Copilot kind of forces me to think a little bit more about
what are the design patterns I'm trying to create?

AR ERIE:

SNR Al BESLEIR PR RBVFREEDR, MIREANREBMABHNALRE, RFOE—THERER, ARLKEAF, R
FENWAEETIINEG S, BIEE? Al BEEZSHNSFRNMEDN TEPER LR, tRMNZETEEN
& BMAREBIRIRZIURKECHESRZE, Copilot EMZE LIBFERELMEBE . REECIRNIZITHE
nEfFA?

[00:47:33] Ryan J. Salva
English:

What is the end user experience or the outcomes that I'm trying to drive with my code, and that | can rely
on Copilot to scaffold out a lot of that so that | can focus on more creative work? That is really what | hope
for our industry five, 10 years from now, is that not only will we be inviting more developers or more
people to become developers by essentially providing a layer of abstraction a little bit, or at least a little
bit of a hand in development, but that also the really experienced developers are focusing on much larger
problems and focusing on outcomes and creativity rather than really low level difficult rote memorization
of things like syntax or ordering of parameters and the like.

AR ERIE:

HiXEBEI BN RELAFARSNERZMTA? FATLUKEE Copilot RIEFZAERDEMELSR, XA L
TATEASHENTIIF XIEEHN 52 10 FRFNTLAVHE: KNS BIRE—FHEIEDEF
RPRME—EA), REBFEZSARATLE;, MARELRFENHALAERTITERANER, TETE
RMENEZ, MASIBLARRY. EER. FICEERNRA, WIIEESHIRFZ LR,

[00:48:32] Lenny
English:

Great. If nothing else, that'll keep people from just having a tab of Stack Overflow, copy and pasting every
function that they're trying to figure out.

AR ERIE:



KiFT7. B, Xt AMITRBEEFE—1 Stack Overflow 7501, FAFEFIRILE— MU TERARK
o

[00:48:42] Ryan J. Salva

English:

I want Stack Overflow to stay in business, but I would mind a little bit less contact switching myself.
FROCERIR:

A LE Stack Overflow BEHFEEET L, BERNMARERANEL—R LTI,

[00:48:48] Lenny
English:

In the experience of scaling this thing, what would you say has been the biggest challenge either

technologically or even operationally just kind of scaling it to a real product that people are paying for?
FRZERiE:

T BXN @I R, MINARAKBREREHA? TERERALN, E-BIZE LY, ey B—1
MIBEABNESSM@?

[00:49:01] Ryan J. Salva
English:

There's a few dimensions of that. One is a problem that's very much of our time in the world, namely that
supply chains have been disrupted dramatically over the course of the last few years. It turns out that
Copilot for both training and operating the models requires some very rare and unique GPUs that there's
not a lot of global supply of. Part of it is just like, can we get enough hardware in order to run these
things? We've actually earmarked quite a bit of capacity, and we are greedy, greedy, greedy for more
capacity globally. As soon as we can produce those chips and get them in data centers, we do it.

FROCERIR:

XBENNEE, —IEHSHRIFEEHENEH, BIE/VFEHNEER T RIZIEIT, FERA, Copilot e
BGFEREITIEL, BEE—LIEEHE RN GPU, MXLE GPUMLIRHNEHFZ., BOYHE
T BAERSEBIEHRTXERAD? RIEFLELMBTHIZSHNEE, MARIMNNEKESZH
REIFFIFEEK, REBEFRNTEEFEBLETHHBENESHBUER O, HITMEEM.

[00:49:50] Ryan J. Salva
English:

That's been one kind of unique challenge. | would also say here that operationally, another challenge has
been, how do we create a model that the community really feels like ownership over, right? The dialogue
that's had to happen as we brought an Al tool to market, especially one that is trained on public code, has
required a lot of dialogue between us and our community. Every good product manager should be

spending as much of their time as possible with their customers, with their potential customers.

AR ERIE:



XE—MRFHHa. HZEBR, FZELE, 5 TkEE: FMTNAR-—MItXEESABERE
B, WE? SFRE—" Al TRE#ERTE, LERETAARBIIGNIAN, K(NFBSHXHAITREN
. B—TMIBHNTREEMNZER TSI E S 1M E B ER P E—E.

[00:50:34] Ryan J. Salva
English:

Copilot, in particular, has been a more complicated kind of rollout because we as an industry, as a society
are still figuring out how to make sense of it. The amount of give and take between developers and us as
a product team has really required us to scale up more of the product team than it has the engineering
team.

FRCERIR:

15552 Copilot, ERNARMIRENER, RARIMNEA—MTL. — M=, MERERNMAERE. ALXES
Bl mBEAZ BIBXME ), SRR EERBAN 72~ mEABIRNIE, EEET T X TEE PRI 72HE Ko

[00:51:02] Lenny
English:

Interesting. And why is that?

[00:51:04] Ryan J. Salva
English:

It's a couple of different reasons. | mean, one, like | said, we are trained on public code. Not all of the
community is really sure like, when is it okay to train a model on public code? When is it not okay to train
a model on public code? Is Copilot producing secure suggestions? Is Copilot producing bug buggy
suggestions? There's a lot of doubt. There's a lot of very healthy skepticism. Actually | mean that
genuinely. | want people to be skeptical of Copilot. We owe it to ourselves as a community to be skeptical
of any Al

AR ERIE:

BENANFENERER. 8%, EWNFEFTR, JNE2ETAAREBINEN. HIFFMEHXKRREAE: TAB&RH
B AFARIBINGER? +ARMEFIT? Copilot IRtHVEINZ 213? Copilot {IRMAVERINEE bug 19? FER
ZEs, WARZIFEEENHTFRSE. HEIAER, HBLEANH Copilot REFHEE. FA—IMEX, Fi1E
SHEFHESA Al (REFIFEE

[00:51:40] Ryan J. Salva
English:

Because just like there's great potential for benefit, there's also great potential for harm. People keeping
us accountable like, how are you preventing things like model poisoning? Is there going to be a new
attack vector that we just haven't really thought of yet around Al that might produce negative



consequences? We think that we've done a really good and responsible job of that by making sure that

first, we are very clear that Copilot is not a replacement for a developer. It will never be.
FRERIE:

EAMGEREARNRTDEN—1F, EHEEEANEERE. AMEEERAN], tbwm: RIMNAKERREKRS
(model poisoning) ? BASHMEANERBEIN. B A NFREOEH~ERERER? RITANRIE
XA EMESRIFBEATE, BRHNIEFEBEH: Copilot FRRAXRENENR, KEFER-

[00:52:17] Ryan J. Salva
English:

We do not want Copilot auto generating code where a thinking, reasoning, breathing human being is not
on the other side of that keyboard making recent decisions. We do not want Copilot to replace any other
part of the stack, whether it is static analysis tools or your unit tests or whatever kind of measures you're
putting in today to make sure that your humans produce good quality code. We want you to keep all of
those same systems in place to make sure that humans who are leveraging tools like Copilot continue to
produce that good quality code.

FROCERIR:

BHATRFE Copilot TREF —IHLE—IT2EBE. SHE. BRI ALBURRIIER T BhEMREG. i)
F#E Copilot K AKXBEMEME D, TERFHSOMIAR. B, ERIRSRATHEALTLS
FrE RS RENRVE(IETE. HINFERMREBEAIAEXLERS, LUHRFA Copilot ETAMNALRBHUE~HS
FRERIES,

[00:52:56] Ryan J. Salva
English:

But there's a lot of at the same time anxiety of like, where is Al stack? Is Al eventually going to be... This is
back to your question about where will we be five, 10 years from now. Will it be writing 90% of the code?
We don't want Copilot to be that... We don't want it to replace anything. We want it to augment. The idea
here is really that Al is an enabler for developers to focus on the creative work, to stay in the flow, to be
able to move faster. Working through those anxieties, working through that healthy skepticism takes
conversation. It takes dialogue. And that takes us on the product side having that guided conversation
with the community.

FROCERIR:

B5ILtFEE, AMMHBERZEE, b AIRFHANE? AlRAS-BIEIIRXTF 5 2 10 FEHITEHERN
B, ERE 90% KHIENE? JATRFHE Copilot LA - HITAFEENAERAFRAE. KNEFLEEEE
LR FA. XEMNZOERE, AlBRAAXENHESE, iILMINETETEEMIRFE, REFOR, HERRKRE
Ro WHEXEERRS. NWARLERERRITRFRNRE, FEMNE. XERBA]~minS5HEKEITAESI SR E,

[00:53:50] Lenny
English:

It feels like it connects back to your education back in the day, philosophy and literature. How convenient
is that?

FROCERIR:



XREMREFNHEER —TFNXF —EKRERT., XAIAD, WIE?

[00:53:57] Ryan J. Salva
English:

It often feels very connect... | mean, certainly the education side of things taught me that the importance
of dialogue, the importance of skepticism is valuable in so much more than esoteric armchair
ponderings. It's actually applicable to the real world.

AR ERIE:

HLLERBREIXMER - RONERE, HEEEHIHITH, WMENEEN. FREEHNEEE, HfM
ERFEFRENTR,. L LERTFILHR,

[00:54:17] Lenny

English:

Maybe a final question before we get to our very exciting lightning round.
R EE:

EHRANBIIFES AHKENRNBRIA T ZH], &E— MR,

[00:54:21] Ryan J. Salva
English:

Woo!

FCERE:

M !

[00:54:23] Lenny

English:

Just looking back at this whole experience of, one, just building, incubating, launching this big bold bet
within a big company, you can go in either direction, either just any lessons on just taking a bold bet
versus incremental wins and how you think about investing in these two kind of categories, or just within

a large company, a lesson of just how to build something like this, like a massive new product from just a
seed of an idea to a large new business line potentially.

AR ERIE:

EFXBNER: EARERMEE. BUHLHXF—TABENEE, MAIUMRNEREFKE: —FXTik
FERIEREEZMEAMFRIZE, URMINAEEEXIREE LBRN;, —REARBAEE, WEF—
AN FIEER— T EABFH~m, BEEARRE—TEARFLS %,

[00:54:51] Ryan J. Salva

English:



As both a product manager and a portfolio manager of multiple products, I'm responsible for multiple
product lines at GitHub, the allocation of time, of focus, energy, and resources becomes a really
challenging question. The answer to which isn't always the same, depending upon the time, world
circumstances, organizational circumstances, technology circumstances. As a general rule, as a general
principle, | certainly try to make sure that we're always reserving some capacity for bold, audacious
experimental research projects. You can think of those really uncertain bets as being five to 10% of the
team's capacity. About 25, maybe 30% of the team's capacity should generally be on just operations.

AR ERIE:

FA—R-REE, RAREEZ N TaiVEAaERE (A% GitHub NZ&F~mE), HiEl. EE. FHNA
RN T —MFERBRSENRE. ERAFTLSE—HAEN, SBURTHRIE. HREHE. HALRRRM
BRAWE, FA—MERRUMEN, HEESHHERINNIELNKE. TROLHREARMERE L=
Bo RE] LU X LR B ARHAE MR E R A EPARE B 5% B 10%., K%9 25% F| 30% KIFFARESIBEE N ZTE
EHIZE Lo

[00:55:54] Ryan J. Salva
English:

How do we keep our in-market products meeting customer expectations? And then the remainder of it,
what is that, about 60% or so, is really on incremental progress for our end market products. How do we
make iterative improvements and continue to actually realize payoff for the larger bets that we made one,
two, three, four years back? And from a rough distribution, that's generally how | run my larger teams.
That works when you have larger teams though. At startups, where we were pretty much only a big bet,
obviously your percentages get very different and it becomes a matter of you're all in for that one
proverbial lottery ticket.

FRZERIE:

BIMERIFE LR EE P HE? B THERD, K960% A6, TERTE LT mIHHHE, &
M s otdt, HFREMFEANT— = = OFEFRKRTHEAREIFRIFBEKR? MEBBDERERE, X
BEEREEAEFEUNSN. A3, XREEMEXRERAMNNATRE, EHLIAE, HMLFRE—T
Kgx” , BARHLHIZTRFIFERR, BRER T AT BKRFAANBN “FR" mesILE.

[00:56:50] Lenny
English:

Awesome. Thanks for sharing that. | was going to ask you the percentages that you recommend. Thank
you for getting to that. With that, we've gotten to our very exciting lightning round. I'm just going to ask
you five questions briefly and just whatever comes to mind, whatever answer you have. Let's do it. Sound
good? Okay. What are two or three books that you recommend most to other people?

FRCERIR:

AET, D E. RERDMEFOLLEITE, SHSRRERRET. Ba, HMNENTIFESAKERNNELRE
W15, BaEEMRRENIE, BEIFARMRTA. FRIE? F. REEFAFIANR=ZRBEMHA?

[00:57:13] Ryan J. Salva

English:



Oh, good question. One of them is a book on user experience called Make It So. It's a reference back to
Star Trek, and the idea here is essentially that user experiences that are presented to us in sci-fi often
make their way into our everyday products and tools 20, 30 years down the line. It is a great eye-opening,
illuminating and just really fun book. That's one. And then completely different take, I'll go outside of tech
and I'll just do entertainment value. There's a David Foster Wallace book called Brief Interviews with
Hideous Men that I love. It's a collection of short stories.

FROCERIR:

IR, wFia@d, Hph—Ax2XxTFRHAEIRNHE, I (MakeltSo). XNMBRSIAT (EMREM), ZOMaZE: &
ZUNRPEMARNVAR AR, FEFEST 20 30 FEHARKIMWAB~RMIAS, XE—FREBHER
A, BERAXMBEEEBNBE. XBEE—X. AEE— T2 FENMNA, BKHRRE, E—XRARERMN
B, B—AAD - BH4F - £33+ (David Foster Wallace) BB (5 HMEAYWEERE) (Brief
Interviews with Hideous Men) , HEEW, XE—EER/NiitsE.

[00:58:04] Ryan J. Salva
English:

And essentially what it is, is it is if you're watching a movie and the villain gets their opportunity to have
their big speech, which kind of explains why they are who they are, it makes them maybe a little bit
vulnerable in that moment, it's that speech 10 times over for different hideous people, terrible, terrible
people. Interesting read. | recommend it.

FRCERIR:

BEAX L, EMGEERMFEEEFN, RIKEHTARKERNENINE, BEMITATASTERBE, B—Zikt
MNETE RS, XABUZEIMEBEHTX I AENEME. EEBEIPNAZET HEBE, RERRER, &
HEE.

[00:58:31] Lenny
English:

| love that. It reminds me of this book that is the interior design of dictators and they show you their
homes of Saddam Hussein, Hitler, and all these guys.

RS ERIF:
REWXD, XitFERE—AP, HNSIRBRENERNIG, BRTEEE - #EE. FEHZANKR,.

[00:58:43] Ryan J. Salva

English:

Dude! Oh my gosh, that's awesome. | got to find that one. You'll have to send it to me.
R EE:

Rit! REHIR, KEET . HISHIBA, (RERHEH.

[00:58:47] Lenny

English:



| found one at an old bookstore, like used bookstore. | don't know if they're around anymore, but I'll find

it. Second question. What's a favorite other podcast that you like to listen to or recommend if there's any?
R EIE:

BRE—RIBBEHRER, BRANERKEERERT, ERIHHE. F-NEE: MEIRHEMBETZEM
A? NERRBEERN?

[00:59:02] Ryan J. Salva
English:

Oh god, there's so many. | consume hundreds of hours of podcasts every month. It is crazy. | can choose
many. I'll give you just one. The Memory Palace with Nate DiMeo is an excellent storytelling podcast. He
does about 20 minute vignettes, usually selected from kind of American history. He also was the artist in
residence at one of the museums in Washington, DC. And if you're ever at | think it's the American History
Museum or something like that, if you're ever there, you can go to different rooms in the museum and
he'll tell you stories about the objects or the rooms that you see there. It's a magical experience

recommended to anyone.
R EE:

BRI, XZ7T. HETABR/LENVNENES, BERT. HAILERS, EHRRE—. Nate DiMeo Ay
(i2fZER&k) (The Memory Palace) B— M IFEFEIHNEZRET. MIMAL 20 2BV @I, EFEEBRE
EFfE. thE2ERTRX -—KEMENREDZAR, IRME—RERXERLEVIEZ LN —UWRMR
TR, RAIUEEYVIENAREE, MRAFHRRERNYmBEENSRE, XE—HHFHEE, #E
LaFRE Ao

[00:59:56] Lenny

English:

Wow! | love those. What's a recent movie or TV show that you've really enjoyed?
R EE:

! HERXM. REERBEFAMRIFEEREZHEMATR?

[01:00:00] Ryan J. Salva
English:

| don't know if this counts as recent, but it's one that | watched recently, which was Arrival. Yeah, that
counts. Arrival. Movie ostensibly about aliens, but is really about language and memory. | found that
really, really compelling.

FRCERIR:

HANEXBEARE ‘&b’ , EXEHRGEEEN—EE, M (FFiE) (Arrival)s B89, X8, REELZXTIE
ARV, BLFLERXTFIESMIZIZHN. RRFECIFEIFEERSI.

[01:00:20] Lenny

English:



Have you read Ted Chiang books and short stories?
FEiE:
RIFIYHE - & (Ted Chiang) HIBHER/RE?

[01:00:23] Ryan J. Salva
English:
| have not. | have not.

FRCERIR:

W&, TR,

[01:00:24] Lenny
English:

Oh wow! Oh, you would love it. Arrival is from one of his story, | believe, is one of his stories and there's a
whole book of many more short stories by the same guy. They're amazing.

AR ERIE:
MRIE! R—EREWRM, (FIF) MBXEEMN— 1 %E, MEMTEE—BAESEZERE/NINT, ENX
#ET,

[01:00:34] Ryan J. Salva

English:

Brilliant. I've got my weekend cut out for me then.
R EE:

KIFTo WEXMEIRELRHT

[01:00:39] Lenny
English:

There you go. Just leave work and get to reading. What's a favorite interview question that you like to ask
in interviews?

FRSCERIE:
X T o FHEREARIRIE, REmXPRENEMEEETA?

[01:00:46] Ryan J. Salva
English:

Let's see here. I'll give you a fun one more than it is a challenging one. This is kind of my icebreaker
interview question, particularly for more early to mid career product managers. | ask them to teach me
something new in one minute. Usually I'll pull up my phone and I'll start the timer. I'll give them a second



to think about it and start the timer. They're graded on three different criteria. One is completeness. Did
they actually finish the lesson inside of one minute? Two is complexity. It's one thing if you teach me how
to, I don't know, pat my head and rub my stomach at the same time.

RS ERIE:
IEFARAE, RAMR—INEBN, MARMEN. XM “Bk” middE, 5525 R4 EFHAEI 4T
= REZE, RERMITESHABRAR—HHEY. EEREEZHFHABITE., BReAtII—eEE,

REFREITE, FOMEE=1. —BREM, MNERESENTESHRARTT? —RERE, NMRMHAFHMM
—RAME—REHALMNERF, BBR—E%E.

[01:01:28] Ryan J. Salva
English:

It's another thing if you teach me something about 18th century ardent connection to religious trends at
the time. And then last is really clarity. Oh yeah, clarity is the last one. Clarity is like, do | actually
understand? Did | learn something by the end of the lesson? Did they convey the idea fully and wholly?

FRCERIR:

BMRMEFR—LEXT 18 HELZASLUNRBABENERRKR, BMESF—LFET. RE2EME. ¥, B
ER&E—. BWERE: RENIFETS? REERNAFIRATIE? IS TE. 2EMEETH

MEE?

[01:01:52] Lenny

English:

| have to ask, what's the most interesting thing somebody has taught in this question?
FZERiE:

#HiGRE, BEAEXNRE LI MMEEBNARARTA?

[01:01:57] Ryan J. Salva
English:

My go-to kind of throwaway answer there about did they teach me something about 18th century art and
its connection to religious trends at the time, someone taught me that. It was astounding. It was actually
a university candidate, so someone who was still in university, and she was from Vanderbilt University.

AR ERIE:

HNABEORBBIRT “18 HEZARHESLHNRBEERR" BFlF, ENEABRIH. KLABIRT.
BEFF LR—IMAFNEEE, URMERELAFHA, WRETEERT.

[01:02:18] Lenny
English:
And was that a strong yes hire?

FRCERIR:



PR “WHARA" BRET?

[01:02:20] Ryan J. Salva

English:

It was an extremely strong yes hire. She was freaking amazing. Such a smart person.
R EE:

E—TMEBREN ‘KA . MEEAET, EBEREA,

[01:02:28] Lenny
English:

Amazing. Final question, who else in the industry would you say you most respect as a thought leader or

just influence person?
FREiE:
XET, sig— N FUR, MREHNENITMNEZMOBNAZE?

[01:02:36] Ryan J. Salva
English:

There are many, but | think for today I'd probably beat myself up if | didn't say Uga Damore. Uga is the
primary researcher who really kind of is the true innovator for Copilot. He deserves credit for the initial
work and is a brilliant technologist and futurists. | really, really respect him a lot.

FROCENIR:

BR%Z, BEBNMRESKEAIE Uga Damore, FE=2EHZM., Uga EEEMRA, LR LERE Copilot EIEHIE
&, RN ITIEANTFAM, R EEENRATRNARENE, BRENIEEIEESHM,

[01:03:05] Lenny
English:

Amazing. Cool call out. Ryan, this has been so fascinating. You guys are at the forefront of so much
interesting work. | honestly can't wait for Copilot for my newsletter so that | can do less work. Maybe
that'll come someday. But in any case, I'm excited to see where this whole thing goes. Thank you for
being here. Two last questions. Where can folks find you online if they're curious to learn more, reach
out? And then is there a way that listeners can be useful to you?

FRSCERIF:
X#ET, BEENXHEH, Ryan, XEMARET. MIATFXAZHEBIENRING. EXH, REAKEF
181t Copilot BBRBENE®EIN, XERMEELFSET . HIFBRESTIR, Tietf, RENERERIX—1]

AR, WHAREER. REM TR MRAKE THESHERRIR, ATUEMELREIR? Hi, WREMFA
BILAEE EIMRAIIS?



[01:03:33] Ryan J. Salva

English:

Easy one. How can folks find me? | am Ryan J. Salva everywhere, Twitter, GitHub. Pick your choice.
LinkedIn, Ryan J. Salva. And then how can folks be useful to me? Please, there is a 60 day free trial of

Copilot that is there for everyone to pick up and use. Go try it out. When you do, post either on Twitter or
Hacker News or on discussions, GitHub Discussions, your experience.

FRZERIE:
e

FAKREAHETK? BEA Copilot, ©EF 60 XKWEEHIABE, §NMABILA. ZiEHE, ARG, 5%
Twitter. Hacker News 3 GitHub Discussions 43 Z{REI{EL,

=

[01:04:07] Ryan J. Salva
English:

Give us the good feedback. Give us the bad feedback. | am so hungry to see how people are using it in
novel ways and where they're running up against the rough edges too. Like | said, there's lots of room for
us to grow and improve from here, but I'm pretty confident that developers will be pretty freaking

amazed at what it's already capable of.
R EIE:

LRANFRIRS, HARMNANRR. KIEEBEFIIAMNNEUHFFNARERE, URBIIEBESER T
EXE, G, HNNEERANAKMAHETE, ERIFEFEL, ARESHECELASENENRETE
® IR

[01:04:30] Lenny

English:

Awesome. Thanks for being here, Ryan.
FRCERIE:

KT, BHgREER, Ryan.

[01:04:31] Ryan J. Salva

English:

Yeah, dude, thank you so much. It's been a lot, a lot of fun.
FRERIE:

=8, wit, FERE. BMFE .

[01:04:35] Lenny

English:



Thank you so much for listening. If you found this valuable, you can subscribe to the show on Apple
Podcasts, Spotify, or your favorite podcast app. Also, please consider giving us a rating or leaving a
review, as that really helps other listeners find the podcast. You can find all past episodes or learn more
about the show at lennyspodcast.com. See you in the next episode.

FRCERIR:

IR BSHERURI, INRETSAATEENE, ALUTE Apple Podcasts. Spotify &S RHEZ RN AHITIH
AT H. o, BEERAKIMNTLHABTITIE, XEEEHEPHMARKRIXINIEER. B UE
lennyspodcast.com #EIFIEFHITTER TREZES. THTEBML.



